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Goals, Motivations, & Challenges

Goals

» Develop trust assessment framework for constellations
» Create secure routing algorithm for constellations by integrating trust into routing
» Characterize scalability of satellite constellations

Motivations

Dependence on space-based systems for critical applications
Constellations are growing in size and complexity

Increasing connectivity leads to increasing attack surface
Understanding how scaling constellations affects performance

Challenges

« Computational complexity of simulating of satellites
 Satellites must be to many different types of attacks
. trust systems have access to limited amounts of information
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‘ Proposed Tasks for 2024
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T1: Trust Assessment

Trust Assessment

* Direct trust, Indirect trust,
Functional trust

« Combine multiple aspects of
node behavior to determine trust

Networking
behavior

Environmental Computing
factors behavior

Trust Simulation

« Distributed trust assessment
simulator with modular framework

« Evaluate multiple trust algorithm
responses to attacks

AVAVAN,
A WAVAW

el el et

’ @® Mission-Critical Computing MIT
o @ | NSFCENTER FOR SPACE, HIGH-PERFORMANCE, @ LINCOLN
\ N® AND RESILIENT COMPUTING (SHREC) LABORATORY

3 University of BYU
Pittsburgh swionanvoune

VIRGINIA TECH Umwnsvﬁjz\



T1: Next Steps

Trust Assessment

« Develop reinforcement
learning based trust algorithm

« Capture variability of
environment by interacting with
other nodes

Agent
(Controller)

State Reward Action
X v u

-
Environment
(System)
\

Trust Simulation

 Measure ability of trust
assessments to identify
untrustworthy nodes

« Simulate attacks on satellites
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T2: Constellation Scalability and Security

Satellite Constellation Scalability

« Parameters: altitude, topology,
number of satellites, etc.
« How do parameters affect

Network Simulation

« High-fidelity network simulator
« Vary parameters of simulation
 Measure latency

network behavior
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T2: Next Steps

Satellite Constellation Scalability Network Simulation
* Minimize delay by selecting « Measure network throughput
altitude, size, topology, etc. « Simulate attacks on satellites
« Develop trust-based algorithm « Optimize constellation
for secure routing parameters
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MILESTONES

SMW25 (06/25): Showcase
preliminary results on

~

Monthly progress reports from all
projects

Milestones, Deliverables, Budget

DELIVERABLES

BUDGET

Minimum recommended: Two (2)
memberships

all project tasks (80 Votes)
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SAW24-25 (01/25): Completion of all Midyear and end-of-year full
project tasks reports from all projects
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2 conference and 2 journal
f publications
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‘ Conclusions & Member Benefits

Member Benefits
* Direct influence over processors and frameworks studied
5 * Direct influence over apps and datasets studied
&)
©

* Direct benefit from new methods, data, code, models, and insights from
metrics, benchmarks, and emulations
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