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Abstract—This paper investigates the viability of deploying
SRAM-based FPGAs into harsh Earth-orbit environments. A
reliability model is presented for estimating the of
SRAM FPGA designs in specific orbits and orbit conditions. The
model requires orbit- and condition-specific SEU rates and de-
sign-specific estimates of the probability of failure during a single
scrubbing period. Probability of failure estimates are reported for
several FPGA designs from both fault-injection and accelerator
experiments. The model also includes a method for estimating
composite mean time to failure � � that incorporates all
orbit conditions over a solar cycle. Despite using pessimistic as-
sumptions, the results from this model suggest that SRAM FPGA
designs protected by TMR and scrubbing operate very reliably in
a LEO orbit and surprisingly well in “harsh” orbits.

Index Terms—FPGAs, redundancy, reliability modeling, single
event effects.

I. INTRODUCTION

T HERE is growing interest in using SRAM-based Field
Programmable Gate Arrays (FPGAs) within space sys-

tems due to low non-recurring engineering (NRE) costs, com-
putational efficiency benefits over general purpose processors,
and reconfigurability. A variety of projects have demonstrated
the benefits of using FPGAs in spacecraft [1], [2]. Specific ex-
amples include the Mars rovers, which use FPGAs for motor
control and landing pyrotechnics [3], and the Los Alamos Na-
tional Laboratory satellite CFESat, which uses nine FPGAs as
part of its high performance computing payload [4], [5].

SRAM-based FPGAs, however, are sensitive to the
space radiation environment, particularly radiation-induced
single-event upsets (SEUs). The safe use of FPGAs in space re-
quires careful design considerations and the use of well-proven
SEU mitigation techniques. The most common technique
combines triple-modular redundancy (TMR) and configuration
memory scrubbing [6]. While TMR and scrubbing are effective,
this technique is not particularly well suited to protect against
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coincident SEUs that occur within a single scrub cycle. Coinci-
dent upsets violate the assumptions of TMR and therefore can
cause the mitigated circuit to fail. This paper investigates the
reliability of FPGA circuits protected by TMR and scrubbing
operating in harsh orbits where coincident upsets are more
probable.

This paper begins by describing TMR and scrubbing, the
mitigation techniques used most often for SRAM FPGAs. A
reliability model is then presented for estimating the design-
specific probability of failure, failure rate, and mean-time to
failure (MTTF). Design-specific SEU sensitivity data, obtained
through fault injection and radiation testing, are obtained for
several designs and used in the reliability model. Reliability esti-
mates are then reported for these designs in several orbits. These
estimates show that while harsh orbits or solar energetic particle
(SEP) events [7] do indeed increase the probability of FPGA de-
sign failure, SRAM FPGAs are predicted to operate reasonably
well in such harsh conditions.

II. FPGA SEU MITIGATION TECHNIQUES

Triple modular redundancy (TMR) is a well known fault miti-
gation technique that uses redundant hardware to tolerate faults.
A circuit protected by TMR has three redundant copies of the
original circuit and a majority voter. A single fault in any of the
redundant hardware modules will not produce an error at the
output as the majority voter will select the correct result from
the two working modules.

TMR is used extensively in SRAM FPGA systems to mitigate
against SEUs. Design tools have been created for automating the
application of TMR on FPGAs to simplify the design process
[8], [9]. These design tools automatically triplicate design re-
sources, insert voters, and apply voting in circuit feedback paths
to insure sequential structures are resynchronized [10]. Several
experiments have demonstrated significant improvements in re-
liability of TMR through fault injection and radiation testing
[11].

While TMR is effective at protecting a circuit from SEUs, it
cannot protect the circuit from multiple independent SEUs. If
multiple SEUs occur within the configuration memory, two or
three copies of the redundant circuit may fail. With more than
one failure, the majority voters may chose the incorrect value
and overcome the benifits of redundant hardware.

Configuration scrubbing is used in conjunction with TMR
to prevent the accumulation of mulitple coincident SEUs.
Like conventional memory scrubbing, configuration scrub-
bing involves the continuous reading and repairing of the
configuration data to prevent the accumulation of SEUs. Most
FPGA scrubbing techniques require some external hardware
including external memory for configuration data storage. Like
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Fig. 1. Continuous Time Reliability of a System with No TMR, TMR, and
TMR with Scrubbing [15].

memory scrubbing, there are a variety of ways to implement
configuration scrubbing in FPGAs [12], [13]. Additionaly, the
time required to perform an individual scrubbing cycle on an
entire device is dependent upon the size of the device and the
implementation of the scrubber.

The combination of TMR and configuration scrubbing within
an FPGA is much like the use of error correction codes (ECC)
and scrubbing within non-volatile memories. In a previous
paper, we presented a continuous time Markov model that
demonstrates the improvements in reliability of FPGAs using
TMR and scrubbing [14]. Fig. 1 demonstrates a continuous
time reliability plot of three FPGA-based systems: a system
without TMR, a system with TMR but no scrubbing, and a
system with TMR and scrubbing. The system that combines
TMR and scrubbing has a much higher reliability than either of
the other systems.

III. RELIABILITY MODEL

While the use of TMR and configuration scrubbing is very
effective at mitigating against the effects of configuration SEUs,
these techniques cannot prevent the possibility that multiple
configuration upsets will occur within a single scrub period
and overcome TMR. This paper introduces a reliability model
that estimates the reliability of FPGA designs protected by
TMR and configuration scrubbing. This model will be used to
estimate the reliability of FPGA designs in harsh orbits when
multiple coincident upsets are more probable1. We will also

1The model presented ignores multiple-bit upsets (MBUs) i.e., more than one
upset from a single charged particle [16], [17]. MBUs will appear like other
coincident upsets, however they are spatially correlated upsets and therefore
should have less effect than independent coincident upsets. In future work we
will augment the model to include MBUs

show how this model can be used with orbit-specific upset rates
to estimate a composite reliability measure for intervals that
span multiple orbit conditions.

Several other models for estimating the reliability of SRAM-
FPGAs in the presence of SEUs have been introduced. Héron
et al. introduced a single-parameter reliability model that com-
bines SEU reliability and physical reliability [18]. This model
analyzes the netlist of a design to estimate the essential failure
modes of the design. This model, however, does not take into
account the effects of hardware redundancy such as TMR or the
effects of multiple coincident upsets. Edmonds introduced an
analytic reliability model specifically for FPGA designs miti-
gated with TMR that accounts for coincident upsets [19]. The re-
liability model introduced in this paper takes a unique approach
that integrates the results from design-specific fault injection ex-
periments or radiation testing. Further, the model introduced in
this paper estimates a composite failure rate of an orbit by com-
bining the effects of different orbit conditions.

This model is based on , a design-specific parameter for
the reliability of an FPGA design during a single configuration
scrubbing period. A related parameter, , is the unreliability of
an FPGA design during a single configuration scrubbing period,
where and is the probability that
the design will fail during a single scrub cycle2. These related
parameters are design specific as each FPGA design utilizes dif-
ferent logic, routing, and other FPGA resources. These parame-
ters may vary widely from design to design, as some designs are
very dense and utilize most FPGA resources, while others con-
sume few FPGA resources. An essential part of this reliability
model is accurately estimating the parameter .

is estimated by computing for multiple values of .
is the joint probability that the circuit fails during a single

scrub cycle and upsets occur. is computed with the fol-
lowing equation:

(1)

where event is a design failure during a single scrub cycle
and event is SEUs during a single scrub cycle. For example,
the probability of one SEU and of design failure during a single
scrub cycle can be computed as follows:

Computing with (1) requires , the conditional
probability of failure given upsets. This can be estimated for
various values of using fault injection or accelerator experi-
ments. Section V will describe how these results were obtained
for several FPGA designs. Equation (1) also requires ,
the probability of SEUs within a scrubbing period. This prob-
ability is computed as a Poisson distribution of the upset rate of
a specific orbit/condition (see Section IV).

2The model presented in this paper is primarily based on the probability of
failure rather than reliability. The design unreliability parameter, � , will be
used instead of � .
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To determine the unconditional probability of failure during
a single scrub cycle, , the joint probabilities of failure for all

are summed using the equation:

(2)

Once the model parameter is known, the failure rate
(failures in time) of the circuit can be estimated as follows:

(3)

where is the period of a single scrub cycle. The mean time to
failure, , is calculated from as follows:

(4)

Because an FPGA system will operate in a variety of orbit
conditions, it is helpful to estimate a composite failure rate
and composite mean time to failure which incorpo-
rates the failure rate during each orbit condition and the prob-
ability of operating in that orbit condition. A composite, single
parameter failure rate can be calculated for an interval
that spans multiple orbit conditions by obtaining the failure rate
during each orbit condition, , and estimating the probability
of being in that orbit condition, :

(5)

where

Since the FPGA must always operate in one of the orbit con-
ditions, the sum of all must be one. A composite can
be obtained by applying (4),

(6)

Section VI-B will propose values for for several orbit con-
ditions during a solar cycle (e.g., solar min, solar max, worst
week, worst day, and peak five minutes).

IV. ESTIMATING UPSETS PER SCRUB CYCLE,

The first parameter needed to determine in (2) is the
probability that upsets will occur during a single scrub cycle

. This can be modeled with a Poisson distribution,

(7)

TABLE I
CREME96 ORBIT-AVERAGED STATIC SEU RATES

where is the average number of SEUs per scrub period. The
parameter is calculated by multiplying the orbit-averaged
upset rate (SEUs per time), , by the scrub period, , as
follows:

(8)

The parameter can be estimated using modeling tools such
as CREME96 [7]. CREME96 requires static cross section data
for a particular device. In this work, we assume the use of a
Xilinx Virtex-4 XQR4VSX55 FPGA and use its static cross sec-
tion data obtained from the Xilinx Radiation Test Consortium
(XRTC) [20].

For this work, we will focus on the following four “harsh” or-
bits: geosynchronous (GEO), global positioning system (GPS),
Molniya, and Polar. In addition, we will include a low Earth
orbit (LEO) as a point of reference. We will focus primarily on
SEP events since these conditions represent the harshest radi-
ation environment in Earth’s orbit. SEU rates are estimated in
each orbit for the worst week, worst day, and peak five minutes
of an SEP event. SEU rates are also estimated for normal solar
max conditions as a point of reference. The average SEU rate
for each of these orbits and solar conditions is shown in Table I.

The orbit-averaged static SEU rate, , and scrub period, ,
are used to compute using (8). For example, the XQR4VSX55
Xilinx FPGA in a GEO orbit during normal solar max condi-
tions should upset times per second. Assuming a scrub
period of 3, then

Once is known, (7) can be used to find the values of .
Fig. 2 plots for a Xilinx Virtex-4 XQR4VSX55 FPGA in

3The scrub rate used for our Xilinx Virtex-4 XQR4VSX55 FPGA system is
15 ms. For the purpose of this paper we will always assume � � ���� �.
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Fig. 2. Probability of � upsets per scrub cycle for a Xilinx Virtex-4
XQR4VSX55 FPGA in solar max conditions in GEO with a 15 ms scrub
period.

TABLE II
TEST DESIGN UTILIZATION

solar max conditions in GEO with a 15 ms scrub period. Note
that decreases rapidly as increases– can be con-
sidered zero for .

V. ESTIMATING PROBABILITY OF DESIGN FAILURE,

The second parameter needed to complete our model from
(2) is , the conditional probability of design failure
during one scrub cycle given SEUs occurred during that scrub
cycle. This parameter is design specific and must be estimated
for each FPGA design that is to be considered. A significant part
of this work was estimating this parameter using both fault in-
jection experiments and accelerator testing for several designs.
This section will summarize the test equipment, designs, and
methodology used to estimate .

Tests were performed on three designs to estimate .
The first design is a 32-bit wide, 250-bit deep shift register,
with arbitrary combinational logic between each stage (BYU
Shift Register). The second design is a digital signal processing
kernel, with a polyphase filter bank to separate the data into 32
channels, followed by an FFT and a magnitude operation on
each of the channels (SSRA). The third design is a 1-bit wide,
16,200-stage deep shift register (Shift Register 1B). A TMR ver-
sion of each design was created to test the effectiveness of TMR
mitigation. The FPGA resource utilization of both variations of
all three designs is reported in Table II.

Each circuit was designed to operate on the Xilinx Virtex-4
XQR4VSX55 FPGA within the XRTC test fixture (see Fig. 3).
A configuration monitor FPGA and functional monitor FPGA
are also available on this board to manage the device configu-
ration and scrubbing, provide test patterns, and monitor circuit
output. The XRTC test fixture was designed to support both fault
injection and radiation testing.

Fig. 3. The Xilinx Radiation Test Consortium Test Fixture.

Fig. 4. Fault-injection algorithm.

A. Fault Injection

Fault injection has been used extensively in the past to es-
timate the sensitivity of an FPGA design to configuration up-
sets [21], [22]. In prior work, we used fault injection to estimate

or the probability that one configuration upset will
cause a design to fail during a single scrub cycle.

A modified fault injection algorithm, shown in Fig. 4, was
used for this work to estimate or the probability
that more than one configuration upset will cause a design to fail
during a single scrub cycle. The algorithm begins by selecting
random bits from the configuration bitstream of the design under
test (DUT). Each of these bits is toggled and injected back into
the bitstream to emulate SEUs in the bitstream. The output sig-
nals of the DUT are compared against a golden copy of the cir-
cuit to check for circuit errors. If a disparity exists between the
output signals of the DUT and the output signals of the golden
design, then a failure event is recorded. This process is repeated
multiple times to estimate or the probability that
configuration upsets will cause a design to fail during a single
scrub cycle.

is estimated by dividing the number of output er-
rors identified during the test by the number of trials performed

. During the course of testing, was tested at 1–10, 20, 40,
60, 80, and 100 upsets.

Fault-injection testing was performed for non-TMR and TMR
versions of all three example circuits. The values of
obtained during fault injection for the SSRA design are shown in
Fig. 5. Non-TMR and TMR data are plotted on the same graph
for comparison. The x-axis corresponds to upsets in the system
for a given trial. The y-axis represents the percentage of trials
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Fig. 5. Fault injection results for both the non-TMR and TMR versions of the
SSRA example circuit showing the conditional probability of failure for a single
scrubbing cycle given � upsets occurred during the scrubbing cycle.

Fig. 6. Accelerator algorithm.

(scrub cycles) that failed, or in other words, , the con-
ditional probability of failure for a single scrubbing cycle given

random upsets in the system. For example, on the non-TMR
plot of the SSRA design in Fig. 5, at upsets per scrub on
the DUT, the failure rate is just above 40%, or in other words,

.

B. Accelerator Testing

An alternative way of estimating is through radi-
ation testing. We performed accelerator experiments at the cy-
clotron located at Crocker Nuclear Laboratory in Davis, CA to
determine the probability of design failure with upsets during
single scrub cycle. Although the same XRTC test fixture was
used, a slightly different test algorithm was developed for use
at the accelerator (see Fig. 6). For each cycle of the loop, the
control software pauses execution for time to allow upsets to
accumulate on the DUT. Frame readback is used to count SEUs,
which are then recorded and repaired. If SEUs are found, the
device is checked for output errors and the results are recorded.
The algorithm continues until the trial length of time is com-
plete.

Due to time and cost restraints, only the non-TMR and TMR
versions of SSRA were tested at the accelerator. The results for
the non-TMR version are shown in Fig. 7, and the results from
the TMR version are shown in Fig. 8. The accelerator data are
shown with error-bars, and the fault-injection data are plotted
on the same graph for comparison. The size of the error bars is
calculated as

(9)

There is a slight discrepancy between the results from accel-
erator testing and fault injection for the non-TMR design (see

Fig. 7. The results from accelerator testing on the non-TMR version of the
SSRA design. The accelerator data is shown with error bars, and fault-injection
data is overlaid for comparison.

Fig. 8. The results from accelerator testing on the TMR version of the SSRA
design, with overlaid fault-injection data.

Fig. 7). This discrepancy is due to the inability to prevent the
beam from upsetting the device during book keeping activities.
This discrepancy was not seen on the TMR design.

VI. ESTIMATING CIRCUIT RELIABILITY

Once the joint probability of failure has been ob-
tained from fault injection or radiation testing and the proba-
bility of upsets has been obtained from an orbit-spe-
cific upset rate (see (7)), a circuit’s reliability (or unreliability)
can be estimated. To illustrate how to this is done, we will cal-
culate , , and for a specific example. For
this example we have selected the SSRA TMR design in a Xilinx
Virtex-4 XQR4VSX55 FPGA. The period of the scrubber is 15
milliseconds. The system is in a GEO orbit. The tables in this
section will also report results for various designs, orbits and
orbit conditions.

A. Estimating

Values of for the SSRA TMR design GEO during a peak
five minute SEP event are shown in Fig. 9 for to .
This plot also includes and . Larger values of
are not included as the conditional probability that the
design will fail is high for large values of . This is intuitive
as more upsets in a scrub cycle are more likely to break the
design. However, for large values of , the probability of

upsets actually occurring in a single scrub cycle is very low.
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TABLE III
���� OF THE SSRA TMR DESIGN FOR ALL ORBITS & CONDITIONS

Fig. 9. Plot of � �� �, � �� �� �, and� for the SSRA TMR design during
peak 5 minute conditions in GEO.

TABLE IV
PROBABILITY OF GEO ORBIT CONDITIONS WITHIN AN 11 YEAR SOLAR CYCLE

AND COMPOSITE FAILURE RATE FOR THE SSRA-TMR DESIGN

Consequently rapidly decreases with increasing values of
.

Using (2), we estimate for the SSRA TMR design in GEO
during a peak five minute event as

where we have taken advantage of the fact mentioned in
Section IV that is approximately zero for large to only
sum from to .

The largest contributor to is , when two upsets
occur in a scrub cycle . For the SSRA TMR design,
the probability that two upsets causes a design failure is

and the probability that two upsets will
occur in a scrub period during the peak five minutes of the GEO
orbit is . is then

In this example scenario accounts for 68% of .

It is interesting to note that the second largest contributor to
the probability of failure is single upsets in a scrub cycle .
This seems counter intuitive as the use of TMR is supposed to
mitigate against all single event upsets. However, results from
both fault injection and accelerator testing suggest that there are
a few configuration bits that do indeed cause the design to fail4

[23]. One obvious way to improve the reliability would be to
apply known design and implementation techniques that remove
single point failures from the design [23].

The probability of more than two upsets during a
scrub cycle in GEO orbit is very low and thus individually these
events contribute very little to .

B. Estimating

The probability of failure during a scrub cycle, , was com-
puted for the SSRA TMR design in five orbits under four orbit
conditions. was also computed by applying and
to (4). Table III lists and of the SSRA TMR de-
sign for all combinations of orbits and conditions. For normal
solar max conditions in GEO, the design is quite reliable with
a of over 2000 years. For the peak 5 minute event5 in
GEO, the is five orders of magnitude lower and drops
to 2.2 days. Although the for the peak 5 minute case
is quite low, there is a relatively high probability that the design
will operate without failure during the 5 minute event.

C. Estimating Composite

A composite failure rate for an orbit can be determined by
using the estimated for each orbit condition and ap-
plying these results to (5). For this work, the probabilities of op-
erating in each orbit condition, , were obtained by estimating
the amount of time spent in each orbit condition during a solar
cycle. We use the following four conditions: solar max, worst
week, worst day, and peak five minutes. The amount of time es-
timated in each orbit condition is summarized below.

1) Peak Five Minutes: The CREME96 peak five minute flux
model is based on the peak five-minute averaged fluxes observed
on GOES in October 1989 [25]. We assume that each SEP event
results in one peak five minute orbit condition (300 seconds).

4Xilinx Inc. has identified a solution to this problem. We were not able to
implement this solution for the experiments in this paper.

5According to the CREME96 website, direct measurements of the high-en-
ergy heavy-ion fluxes are actually not possible on such a short time scale. As
a result the peak five minute heavy-ion fluxes are scaled from the ”worst-day”
fluxes, using the energy-dependent peak-to-”worst-day” ratios derived from the
GOES protons [24]. We make the assumption that the flux of solar energetic
particles is uniformly distributed throughout the five minute event. If this as-
sumption is not true and the flux follows a non-uniform distribution, then the
reliability of the FPGA system could be lower. We have no data to suggest an-
other distribution. Additional insight is needed into the radiation environment
associated with the peak five minute event to better estimate system reliability
during these extreme events.
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TABLE V
COMPOSITE ���� FOR ALL DESIGNS IN ALL ORBITS

2) Worst Day: The CREME96 worst-day model is based on
SEP fluxes averaged over 18 hours beginning at 1300 UT on 20
October 1989. This period was the single largest flux enhance-
ment in October 1989 [24]. We assume that each SEP results in
one worst-day orbit condition for 18 hours minus the five min-
utes spent in a peak five minute condition .

3) Worst Week: The CREME96 worst-week model is based
on SEP fluxes averaged over 180 hours (7.5 days) beginning at
1300 UT on 19 October 1989. This week was the most severe
SEP environment observed in the last two solar maxima [24].
We assume that each SEP results in the worst week orbit condi-
tion for 7.5 days minus the time spent in a worst day and peak
five minute condition .

4) Solar Max: We assume the remainder of the time is
normal, solar max conditions. For the purpose of this model we
do not distinguish between solar min and solar max conditions
as their flux levels are orders of magnitude lower than the
flare-enhanced conditions.

For the purposes of this paper we make the pessimistic as-
sumption that there are seven SEP events6 per year regardless
of position in the solar cycle for a total of 77 SEP events during
an 11-year solar cycle [25]. We also pessimisticly assume that
each SEP event results in a worst week, worst day, and peak five
minute flux. In other words, we make the very pessimistic as-
sumption that every SEP event is as bad as the October 1989
event.

The time spent in each orbit condition during an 11-year solar
cycle is listed in Table IV. The total time is seconds, the
number of seconds in 11 years. The probability of operating in
each of the four orbit conditions, , is determined by dividing
the amount of time spent in each orbit condition by the time in
a full solar cycle. Assuming seven SEP events per year, 85.6%
of the time involves normal conditions, 12.9% of the time in-
volves worst week conditions, 1.4% of the time involves worst
day conditions, and a very small amount of time is spent in the
worst five minute peak conditions.

The failure rate for each orbit condition was calculated with
(3) using the values of listed in Table III and a scrub rate of

. Table IV demonstrates the computation of a com-
posite failure rate, , for the SSRA TMR design in GEO. The
composite failure rate is less than half the failure rate of the
worst week but almost three orders of magnitude larger than the
normal, solar max conditions.

The composite failure rate, , is used to compute a com-
posite for a design over all orbit conditions using
(6). For example, using the results in Table IV, the composite

of the SSRA-TMR design in the GEO orbit is

6Each SEP event is assumed to produce �� protons with energy greater than
30 MeV [25].

seconds. In other words, the mean time to failure of the SSRA
circuit protected by TMR and scrubbing in the GEO orbit is
3.4 years.

This same composite reliability analysis was performed for
all six designs listed in Table II. The results from this analysis
are summarized in Table V. The data provide several impor-
tant insights into the reliability of FPGA designs. First, the data
highlights the importance of TMR and scrubbing. The
of the TMR designs is over four orders of magnitude greater
than the corresponding non-TMR designs. The ability to tol-
erate single bit upsets and the frequent scrubbing of these upsets
significantly improves the reliability of the design. Second, the
data highlight the difference in reliability for the same design
in different orbits. As expected, the designs are much more reli-
able in the LEO orbit than the other “harsh” orbits. SEP events
in the “harsh” orbits generate far more coincident configuration
upsets that break TMR than in the LEO orbit. Third, the data
highlight the difference in reliability for different designs in the
same orbit conditions. Fault injection and radiation testing both
confirm that each FPGA design has a unique sensitivity to SEUs.
The results clearly indicate that the probability of failure is de-
sign dependent and that design-specific fault injection should be
performed to estimate design reliability.

VII. CONCLUSION

This paper presents a reliability model for estimating the
of SRAM FPGA designs in specific orbits and orbit

conditions. The use of this model requires orbit- and condi-
tion- specific SEU rate estimates for the FPGA family ,
probability of failure estimates for each design , and
the probability of operating in each orbit condition . This
model was applied to six different FPGA designs (three that
use TMR and three that do not) and five different orbits. Four
orbit conditions were considered for the composite
including: solar max, worst week, worst day, and peak five
minutes.

The results from this model suggest that with TMR and scrub-
bing, SRAM FPGA designs operate very reliably in a LEO
orbit and surprisingly well in “harsh” orbits. While the long

estimates for the LEO orbit were not surprising, we
expected to see much shorter estimates for GEO and
other “harsh” orbits. While these reliability estimates suggest
that SRAM FPGAs are not appropriate for all situations, they
may be used in many circumstances.

The model presented in this paper makes pessimistic assump-
tions that negatively impact the estimates. This model
assumes that 77 SEP events will occur in a solar cycle and each
SEP event includes the worst week flux for 7.5 days, the worst
day flux for 18 hours, and worst five minute flux for five min-
utes. This is very pessimistic and unnecessarily biases our reli-
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ability results in a negative way. Without more reliable models
on average SEP events, however, it is difficult to estimate a com-
posite reliability model. More accurate models of average SEP
events and more accurate flux distributions during these events
will improve our model and most likely significantly raise our

estimates.
The fault injection results used to estimate design reliability

exposed several single-point failures in our TMR designs.
These single point failures negatively impacted our reliability
estimates more than we expected. The reliability of these
test designs can be dramatically improved by resolving these
single-point failures using known FPGA design and implemen-
tation techniques. Further, several variations on TMR have been
created and tested that improve the reliability of FPGA designs
in the presence of coincident upsets using more frequent voting
[26]. The use of these techniques will likely significantly
improve design reliability in harsh environments as these tech-
niques mitigate against a large number of coincident upsets.
Finally, reliability could also be improved by shrinking the
length of the scrub cycle to reduce the probability of more
than one upset per scrub cycle, specifically .
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