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SUMMARY

Molecular dynamics (MD) is a large-scale, communication-intensive problem that has been the subject
of high-performance computing research and acceleration for years. Not surprisingly, the most success
in accelerating MD comes from specialized systems such as the Anton machine. In this paper, we
describe Novo-G# (novo-jee-sharp), a multi-node reconfigurable system designed for the acceleration of
communication-intensive scientific problems in general, and MD in particular. This system provides a
high-bandwidth, low-latency 3D torus network to allow direct communication between kernels running on
multiple field-programmable gate arrays. We also present a performance model for Novo-G# running the 3D
Fast Fourier Transform (FFT) kernel that forms the core of MD simulations. We validate the model against
published Anton performance data and through initial hardware experiments on Novo-G#. Finally, through
simulation studies, we show that this system at scale performs better than specialized systems like Anton
and outperforms established CPU-based clusters like Blue Gene/Q by an order of magnitude for the 3D FFT
kernel, with greater flexibility and lower costs. Copyright © 2015 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The field of computational science deals with the development of mathematical models to depict
natural processes and solve scientific problems. Unlike laboratory experimentation, computational
science is limited by the models available and the resources required to run them. It has been
successfully applied to fields such as bioinformatics, fluid dynamics, and quantum mechanics [2]
to build and test computational models of a complexity that cannot easily be replicated in the
laboratory. A common theme in the aforementioned areas is the N-body problem: simulation of the
interaction between multiple bodies because of the forces between them. At the molecular level,
this simulation is termed molecular dynamics (MD) and can be applied to areas of science as varied
as biomolecular engineering, neurobiology, material science, and nanotechnology. While originally
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restricted to use on general-purpose systems, a number of specialized systems have since been
developed for MD, such as MDGRAPE [3], Anton [4, 5], and Anton2 [6].

Anton was developed in 2008 as a specialized system designed to accelerate MD simulation by
several orders of magnitude and bring millisecond-scale simulations of tens of thousands of atoms
within reach [7]. While Anton has achieved this goal, the system is only available in limited quantity,
can only be used for MD simulations, and incurs a high non-recurring engineering cost. Our goal
is to design a system that can perform as well as Anton on problems like MD, while retaining the
ability to accelerate other large-scale computational applications as well. To that end, the use of
reconfigurable-computing technology such as field-programmable gate arrays (FPGAs) is central to
our theme of performance and flexibility.

The FPGAs have been widely used to accelerate scientific-computing applications. The ability
to reconfigure an FPGA’s internal fabric to suit the application’s needs means that many applica-
tions that perform poorly on traditional architectures are amenable for acceleration on an FPGA.
Surveying the Top500 list of supercomputers in the world today [8], we see that 5 of the top 10
supercomputers use accelerators in the form of Intel Xeon Phi coprocessors or Nvidia GPUs. The
longer learning curve and turnaround time of FPGA designs have limited their adoption in this
respect. Even so, at our center we have had much documented success with our FPGA-centric clus-
ter, Novo-G [9, 10], consisting of nearly 400 Stratix II and Stratix IV FPGAs from Altera. Our work
so far on application acceleration in bioinformatics [11–13], image processing [14–16], and finan-
cial [17] domains has focused on problems that were challenging to accelerate on a single FPGA but
easy to replicate across the cluster. With our recent addition of Stratix V FPGAs, we have extended
our Novo-G infrastructure to target communication-intensive problems and applications that would
benefit from FPGA acceleration.

In order to efficiently accelerate communication-intensive apps on reconfigurable hardware,
we provide a multidimensional backend network that connects to high-speed transceivers on
each Stratix V FPGA, enabling high-bandwidth, low-latency communication among the FPGAs.
Acceleration kernels on the FPGAs can bypass the host CPU and cluster communication to exchange
data and can do so in a distributed manner using the inter-FPGA network. Such multidimensional
networks are widely used in conventional supercomputers such as the Titan [18], K-computer [19]
and most Blue Gene-based systems [20].

This paper discusses the aforementioned upgrade to Novo-G, a reconfigurable acceleration plat-
form with a 3D torus interconnect that we have dubbed Novo-G# (novo-jee-sharp). An initial
deployment of Novo-G# consisting of 32 Stratix V FPGAs connected together with 40 Gbps links
has been completed, and an upgrade of another 32 nodes is underway. We have designed and
developed a 3D torus network stack that enables transparent communication between application
kernels running on different FPGAs. We have also developed and tested a 3D fast Fourier trans-
form/inverse fast Fourier transform (FFT/IFFT) kernel on Novo-G# that makes use of inter-FPGA
communication. This kernel is the component of MD that interests us the most, because it accounts
for a large section of the MD computation time and communication time.

In order to understand the behavior of Novo-G# at scale, we created a simulation model of Novo-
G# based on our previous research into modeling the behavior of 3D FFT on the Anton machine [1].
VisualSim [21], a commercial discrete-event simulation and modeling tool, was used because of
its simple graphical interface and available library of basic blocks with which to construct models.
Our model was constructed using parameters of Novo-G# obtained through hardware design and
testing and validated against hardware runs of 3D FFT on eight Novo-G# nodes. Validation of our
Anton model against published Anton performance data with less than 7% error at different system
sizes showed that the Anton model, and hence the highly similar Novo-G# model, scale well with
system size. Based on simulation runs of the validated Novo-G# model, we predict that our system
can exhibit 3D FFT performance better than Anton and can outperform conventional systems like
the Blue Gene/Q by more than an order of magnitude. Much of this performance gain stems from
greater sustained FFT performance because of the acceleration of 3D FFT in hardware, and better
inter-FPGA communication performance than the 5D torus used in Blue Gene/Q.

The remainder of this paper is organized as follows. Section 2 gives background information on
molecular dynamics, the Anton machine, and Novo-G. Section 3 describes our approach to modeling
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3D FFT running on the Anton architecture. Section 4 describes the Novo-G# architecture, presents
the performance of the inter-FPGA communication links, and details the various components of
the reconfigurable system. Section 5 describes the Novo-G# performance model, hardware experi-
ments conducted on the system, and predicted 3D FFT performance for larger system sizes. Finally,
Section 6 presents our conclusions and future plans for Novo-G#.

2. BACKGROUND

In this section, we briefly review the literature on the molecular-dynamics problem along with an
overview of the Anton machine and its architecture. We also describe the development of the Novo-
G reconfigurable supercomputer and recent developments in FPGA-based clusters.

2.1. Molecular dynamics and the fast Fourier transform kernel

Molecular dynamics is a computer simulation that models the physical behavior at the molecular or
atomic level. MD simulation is frequently used in scientific fields such as biomolecular engineering,
neurobiology, and material science. It is well-known for its computation intensity and demanding
design requirements for accuracy. Generally, several CPU days to CPU months are needed for a
dynamic simulation of DNA or protein molecules, ranging from nanoseconds to microseconds [22].
Therefore, an accuracy-sufficient and time-efficient MD simulation is of importance to research in
those fields.

Molecular dynamics software packages, such as NAMD [23] and GROMACS [24], are available
for various platforms and scales. In general, the MD algorithm is composed of two parts: computing
the interactive forces among particles in the simulation, and deriving their positions and velocities
through the integration of those forces. Generally, the performance bottleneck is the force calcula-
tion step [25]. The total force for each simulated particle is computed as the sum of bonding forces,
which depends on covalent bond structure of particles, and non-bonding forces, which involves the
electrostatic and Van der Waals interactions between all pairs of particles in the system.

Calculating the non-bonded forces requires a pairwise computation for every pair of particles in
the system. Because the fall-off rate for the Van der Waals force is considerably greater than that
of the electrostatic force, a cutoff radius can be applied, thereby simplifying the computation. For
long-range forces, such as the electrostatic force, other approximation methods need to be used
to reduce the computation time. Among them, the Particle Mesh Ewald (PME) [26] and k-space
Gaussian Split Ewald [27] are the most popular. Both methods use a volumetric (3D) FFT to simplify
the computation of electrostatic forces. Benchmark results from [20] using GROMACS on various
system sizes show that the scalability of long-range force calculation is worse than that of range-
limited force calculation, thus making long-range force calculation the most time-intensive part of
MD in high-parallelism cases.

In [28], the authors simulate the execution of 3D FFT on a 3D-torus, FPGA-based network
for various network sizes using cycle-accurate simulation. They demonstrate that, despite the high
degree of communication in the 3D FFT algorithm, the kernel shows strong scaling on small to
medium systems and is a good candidate for parallelization on such a system.

A 3D FFT calculation of sizeNx�Ny �N´ is composed of multiple 1D FFTs and can be divided
into three stages: computing Ny � N´ 1D FFTs of size Nx in the X dimension; then Nx � N´ 1D
FFTs of size Ny in the Y dimension; and finally Nx � Ny 1D FFTs of size N´ in the Z dimension.
The influence of the 3D FFT calculation is negligible when compared with the number of messages
required for this parallel implementation, thus limiting the communication scalability of long-range
force calculation.

2.2. The Anton machine

Many efforts have been made to accelerate MD simulation on multi-node systems (e.g., Blue
Gene/L [29] and MDGRAPE [3]). Among them, the Anton machine, a special-purpose parallel
supercomputer, stands out because of processing and communications infrastructure customized for
MD. Each Anton node is an application-specific integrated circuit (ASIC) designed specifically for
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MD. Unlike the MDGRAPE systems that divide MD computation between the host and ASIC pro-
cessors, on Anton, all MD computation takes place on the ASICs. Anton has also been shown to
outperform modern high-performance computing systems because of fast, low-latency, inter-node
communication. The data in Table I, collected from various references, compares the performance
of Anton with other platforms. Here, a node is the basic element of the system, consisting of a single
processing unit (ASIC or CPU) and associated components. The efficient use of hardware in Anton
speeds up MD simulation of dihydrofolate reductase (DHFR) by several orders of magnitude.

Figure 1 describes the basic node architecture of the Anton machine. A typical system consists
of 512 nodes, with all the nodes connected in an 8 � 8 � 8 torus network. Each node is con-
nected to its six neighbors in six directions with 50.6 Gbps bidirectional links. Each node uses
a High-Throughput Interaction Subsystem to calculate range-limited interactions, perform charge
spreading, and perform force interpolation. A flexible subsystem is responsible for long-range force
calculation, particle updates, and the remainder of the MD pipeline. Every node also includes accu-
mulation memories to sum forces and charges, and a 256-bit bidirectional intra-node ring network
that facilitates data movement. Each flexible subsystem in an Anton node contains four processing
slices, and eight geometry cores (GCs) that compute the individual 1D FFT stages of the 3D FFT
kernel. In a typical MD simulation, Anton spends almost 60% of its time in computing long-range
forces [24]. Acceleration of the 3D FFT kernel is therefore the focus of this paper.

Table I. Comparison of MD performancea on various platforms.

MD system Reference Nodes Real time per step (�s)

Anton [5] 512 19
Desmond on 2.4 GHz AMD [25] 256 1400
Blue Matter on BG/L [30] 8192 1700
NAMD on 2.4 GHz AMD [23] 128 6300
MDGRAPE-3 [3] 12 26,000
GROMACS on 2.4 GHz AMD [5] 1 181,000

MD, molecular dynamics; DHFR, dihydrofolate reductase.
a Measured for DHFR simulation. Table adapted from [4].

Figure 1. Architecture of Anton machine’s ASICs depicting the intra-node ring network. GC: geometry
core responsible for 1D FFT computation. ASIC, application-specific integrated circuit; FFT, fast Fourier

transform.
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The D. E. Shaw research lab recently released its first publications on the successor to the Anton
machine, Anton2 [6, 31, 32]. A 512-node Anton2 system is currently in operation, with the archi-
tecture scaling up to a maximum of 4096 nodes. The new system has demonstrated an order of
magnitude performance gain over Anton, because, in part, of the increased number of GCs (64) [6],
and aggressive exploitation of fine-grained parallelism in MD. The inter-node and intra-node com-
munication subsystems in Anton2 have been greatly optimized for fine-grained communication and
synchronization and provided an effective bidirectional I/O bandwidth of 2.15 Tbps per chip [31].
However, the architectural details provided on Anton2 in the referred publications are insufficient to
allow us to construct a fine-grained structural model of its operation. We therefore choose to focus
our attention on the more mature Anton machine at this time, until sufficient data on the Anton2
architecture and FFT performance becomes available.

2.3. Development of Novo-G

Novo-G [9, 10] began in 2009 as an effort to create a research cluster using high-density FPGA
boards to accelerate scientific applications. The original machine began with a head node and
24 Linux servers, each featuring a quad-FPGA board from Gidel [33], for a total of 96 Altera
Stratix III E260 FPGAs. Over subsequent years, the machine has been upgraded annually and now
stands at 192 Stratix III FPGAs in 24 servers, 192 Stratix IV E530s housed in 12 servers, and
32 Stratix V GSMD8s in 8 servers. Each server features dual Intel Xeon multicore processors.
Connectivity is provided by gigabit Ethernet and DDR/QDR InfiniBand within the system, and a
10 Gbps connection to the Florida LambdaRail.

Novo-G has been the platform of choice for a variety of application-acceleration projects
undertaken by the NSF Center for High-Performance Reconfigurable Computing (CHREC). The
following are some of the applications developed for Novo-G. Blast-Wrapped Smith–Waterman
(bioinformatics) on 128 FPGAs shows a speedup of 50,000 against SSEARCH [11]. Image seg-
mentation (image processing) on four FPGAs shows a speedup of 1106 against an optimized serial
baseline [14]. Monte Carlo options pricing (financial computing) on 48 FPGAs shows a speedup of
7134 against an optimized serial baseline [17]. The one common factor among the aforementioned
applications is that they are embarrassingly parallel and can therefore scale almost linearly with the
available hardware resources. A greater challenge is that of accelerating communication-intensive
applications like MD. Traditionally, this communication makes use of centralized networks such as
Ethernet or InfiniBand and entails many interactions between the FPGA and the host. Our proposed
system would feature a multidimensional network that connects the FPGAs in a 3D torus with bidi-
rectional links, six links per FPGA, at 40 Gbaud per link. For comparison, 4X QDR InfiniBand also
provides a signaling rate of 40 Gbaud. A large part of Anton’s success with MD comes from the
use of a low-latency 3D torus network between processors, and we intend to emulate this facet in
Novo-G# with a low-latency 3D torus network connecting the FPGAs together.

In the past year, there has been a growing interest in using reconfigurable hardware in the
data center, which has traditionally been slow to integrate new, untested technologies. Microsoft
research [34] has integrated Altera FPGAs on custom boards with their pre-existing datacenter
infrastructure to accelerate the Bing search engine. Each FPGA accelerator is connected in a 6 � 8
torus network to enable the application to be extended beyond a single FPGA. On a medium-scale
deployment of 1632 FPGAs, they demonstrated a speedup of two for Bing’s document ranking
algorithm at an increased power consumption of 10%. In a similar vein, the web services company
Baidu [35, 36] has collaborated with Altera to demonstrate FPGA-based acceleration of deep neural
networks. This algorithm is a highly accurate method used in key search functions such as image
classification and recognition.

3. MODELING THE ANTON ARCHITECTURE

In order to develop a model for 3D FFT execution on Anton, we collect published data on the
Anton architecture, operation, and decomposition of the 3D FFT algorithm. This section describes
the process of modeling the distributed 3D FFT algorithm and the Anton architecture in VisualSim.
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We validate the developed model against published run times of the distributed 3D FFT on Anton
for various system and 3D FFT sizes.

3.1. 3D fast Fourier transform application modeling in VisualSim

As discussed earlier, computation of long-range forces in the MD application is more efficient in
Fourier space than real space. Under the PME method, the computation of long-range forces con-
sists of the Fourier transform of the charge-density function, multiplication of the result with the
transform of the potential function, and an IFFT of the product. In keeping with published Anton
data [37], we only model the FFT and IFFT stages.

The communication behavior of the 3D FFT largely depends on how the data are distributed
for each stage of the FFT. For a 16 � 16 � 16 data set processed on a 4 � 4 � 4 system,
Figure 2 depicts the communication pattern and FFT stages, using the node at Cartesian coordi-
nates .1; 1; 0/ as an example. To succinctly describe the communication pattern for a given FFT and

Figure 2. Data cube for a 16 � 16 � 16 point FFT running on a 4 � 4 � 4 system. Data distribution is
shown for a single node at Cartesian coordinates (1,1,0). FFT, fast Fourier transform.
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Figure 3. (a) Representation of data movement for 32 � 32 � 32 FFT running on 8 � 8 � 8 Anton;
(b) Pseudocode for FFT application model in VisualSim. FFT, fast Fourier transform.

system size, we use a modified form of the notation described in [37]. In this notation, a data point
.xn:::x0; yn:::y0; ´n:::´0/, representing its 3D binary address, is mapped to the node with Cartesian
coordinates .Node_x;Node_y;Node_´/. If index represents the execution unit within the node,
and offset represents the data offset within the execution unit, the final mapping for each data point
is given by:

.xn:::x0; yn:::y0; ´n:::´0/” .Node_x;Node_y;Node_´/:index.offset

As shown in Figure 3(a), this notation can be used to determine the data that need to be transmitted
between each node before an FFT computation can begin. The data pattern, and by extension the
communication pattern, will change based on the size of the FFT and the system. For the specific
case of a 32 � 32 � 32 FFT distributed on an 8 � 8 � 8 Anton system, two 1D FFTs are computed
on each node in every stage.

In the VisualSim model, behavior of the 3D FFT is implemented as a script in a virtual machine
block, the pseudocode for which is shown in Figure 3(b). Execution of the block is triggered each
time an input_token is received. We use the Verify_mode flag to turn on the code in the script that
computes the FFT output. We can thus verify the model by computing the actual FFT outputs for
random input data and comparing with the Matlab 3D FFT function. Once verified, the Verify_mode
switch is turned off to speed up the model.

3.2. VisualSim modeling of Anton

Parameters that we use to model the Anton machine are collected from multiple publications,
notably [4, 5, 7, 29, 37, 38], with preference given to recent publications. Table II summarizes these
parameters. We built the model in VisualSim as a hierarchical model, with the node and channel
models described as independent classes. This method allows us the flexibility of developing the
node and channel models independently and modularly. At the top-level, an instance of each class
is created for every node in the system being modeled.

The complete VisualSim model of Anton can be found in [1]. The FFT algorithm and routing
algorithm are implemented as scripts running inside virtual-machine blocks, while the remainder of
the system is modeled using basic blocks from the VisualSim library. To reduce the complexity of
the model, we converted the intra-chip ring network, a 256-bit bidirectional bus, to a delay model.
To model contention among messages, separate queues are used for each direction of the ring and
for the˙Y and˙Z link pairs. Table III summarizes the delay for each source-destination pair.
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Table II. Modeling parameters for Anton machine.

Parameter Value References

System frequency 485 MHz [4, 5, 37, 38]
Internal bandwidth 124.2 Gbps [4, 5, 29, 38]
External bandwidth 50.6 Gbps [4, 5, 7, 29]
Synchronization delay 42 ns [38]
Package writing delay 36 ns [38]

Wire delay
x 4 ns [38]
y 8 ns [38]
z 10 ns [38]

Transceiver delay 20 ns [38]

FFT calculation time 1 GC 137 cycles [37]
4 GCs 75 cycles [37]

FFT, fast Fourier transform; GC, geometry core.

Table III. Routing latenciesa (ns) for Anton machine.

Destination Source direction
X+ X� Y+ Y� Z+ Z� Processing slice

X+ — 31 25 25 19 19 19
X� 31 — 19 19 25 25 25
Y+ 25 19 — 13 25 25 31
Y� 25 19 13 — 19 19 31
Z+ 19 25 25 19 — 13 25
Z� 19 25 25 19 13 — 25
Processing slice 19 25 31 31 25 25 —

aPath latencies computed from individual component latencies in [29].

Table IV. Model validation with Anton data.

Parallel Anton exec. Measured model
System size FFT size strategy time (�s) time (�s) Error (%)

8 � 8 � 8 32 � 32 � 32 1 FFT: 4 GCs 3.7 3.50 5.40
32 � 32 � 32 1 FFT: 1 GC 4.0 3.75 6.25
64 � 64 � 64 1 FFT: 1 GC 13.2 12.70 3.70

4 � 4 � 4 16 � 16 � 16 1 FFT: 1 GC 2.4 2.55 6.25
32 � 32 � 32 2 FFTs: 1 GC 10.5 10.00 4.80

FFT, fast Fourier transform; GC, geometry core.

Anton uses GCs to handle the basic FFT operation. Computing a 32-point 1D FFT on a single
GC requires 137 clock cycles. Almost twice the performance (75 cycles) can be achieved by
parallelizing every 1D FFT over four GCs using redundant computation [16]. Because 1D FFT is an
O.N logN/ function, we compute the execution time (assuming operation on 1 GC) for a 1D FFT
of size numpoints as:

Cyclesnumpoints D 137 �
numpoints � log2 numpoints

32 � log2 32

3.3. Model validation via Anton

We validate the Anton model by comparing simulation times from our model with those reported
in [37] by researchers using the Anton machine. The referenced paper provides 3D FFT execution
times averaged over 10 runs of a 3D FFT followed by a 3D IFFT. We follow the same procedure in
our VisualSim runs.
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Simulation runs of the Anton model are summarized in Table IV. Because we are leveraging
published Anton data, the number of data points available is limited. However, we believe that the
FFT size, system size, and parallelization strategy shown here are sufficiently diverse to expose any
errors in the model. Given that the FFT data distribution changes with the problem and system size,
the communication patterns are different in each case. Special attention is paid to the 64 � 64 � 64
FFT, where the communication pattern is optimized (as described in [37]) to reduce the load on the
network. In all cases, we observe that the prediction error of our model is less than 7%.

4. THE NOVO-G# SYSTEM

In this section, we describe the recent changes to our existing Novo-G infrastructure that add Stratix
V FPGAs with a 3D torus network, enabling direct communication between FPGAs. The low-
latency, high-bandwidth network is inspired by the model built in Section 3 and is expected to greatly
improve the performance of communication-intensive applications. We also describe the network
stack instantiated on each node to allow them to be connected together in a 3D torus. Finally, we
describe the design of a distributed 3D FFT/IFFT kernel on eight FPGAs that maps well to the
Novo-G# system.

4.1. Novo-G# setup

The Novo-G# system is part of our effort to create an FPGA cluster that can handle communication-
intensive applications like MD. In keeping with that theme, the system features ProceV boards,
which are PCIe-based accelerator boards from Gidel populated with Stratix V GSMD8 FPGAs from
Altera. The GS-series devices are optimized for high-performance, high-bandwidth applications
with support up to 36 on-chip transceivers that can operate up to 14.1 Gbaud. Each FPGA is con-
nected to two 8 GB DDR3 SODIMM and two 36-Mbit SRAM memory banks and communicates
with the host CPU via PCIe v3.

Our FPGA platform vendor Gidel has provided invaluable assistance by designing a custom
daughterboard that allows external access to 24 high-speed transceivers. The transceivers are
grouped into six bidirectional links, each link consisting of four parallel channels, enabling the con-
struction of a 3D torus of arbitrary size. Physical connectivity between the boards is provided by a
COTS CXP-3QSFP+ split cable that enables each FPGA to be connected in six different directions.
Initial deployment of the Novo-G# system was completed in the second half of 2014 with 32 Stratix
V boards housed in eight chassis and supporting up to a 2 � 4 � 4 torus. Much as with Novo-G, we
plan to expand the Novo-G# system in the future beginning with an upgrade to 64 nodes (4 � 4 � 4
torus) in 2015.

4.2. Novo-G# network architecture

A part of the hardware resources on each FPGA is used to implement a network stack that services
the 3D torus network. The network stack is responsible for accepting data from the application
logic, packetizing the data, routing packets across the 3D torus network by the shortest route, and
delivering the data to the application logic at its destination. These functions represent a subset of the
services provided by the lowest three layers of the Open Systems Interconnection reference model
(i.e., physical, data link, and network layers).

Figure 4 depicts our initial implementation of the 3D torus network stack on Novo-G# and the
network services associated with each component. The intellectual property (IP) cores used for the
transceiver interfaces are primarily supplied by Altera and interface directly with hardware resources
attached to each transceiver channel. The remaining blocks are implemented as register transfer level
(RTL) code and therefore do comprise a resource overhead for each FPGA. Data generated by the
application logic are packetized by the internal receiver block and stored in a first-in, first-out (FIFO)
block. Similarly, the external receiver blocks accept packets or streaming data from the transceiver
IP. One or more routers are used to route packets from the receiver to the transmitter blocks, which
transmit the data further along the network or to the application at the destination node.
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Figure 4. Novo-G# node architecture detailing the 3D torus network stack. Services provided to the user
through register transfer level code or third-party intellectual property are also shown.

Traditionally, the router block is the bottleneck in such network architectures and much research
has been carried out on optimizing on-chip network architectures. In our previous work on Novo-G#
performance prediction [1], we observed that the internal bandwidth provided and latency incurred
by the network architecture have the greatest effects on execution time. Distributed architectures
like the ring network in [39] scale linearly with the width and number of ports but exhibit high
latency because packets may need to traverse half the length of the ring. Anton uses a 256-bit-
wide ring network consisting of six routers as shown in Figure 1. Centralized networks such as the
crossbar [40, 41] exhibit lower latency, but higher resource usage with a large internal bandwidth.

Our approach uses a centralized single-level router network that can be customized based on
hardware resources available and expected utilization of the 3D torus network. Figure 4 shows
one such configuration with three routers, each servicing a different subset of output ports. In this
manner, more routers can be instantiated (up to the number of output ports) to increase the internal
bandwidth available without increasing latency, but at the expense of hardware resources. Further
optimization of the router and network design will be explored in future work.

The transceiver blocks in Figure 4 are low-level IP blocks provided by Altera that instantiate
various portions of the hardwired transceiver channel. In our aim to make Novo-G# as flexible
and reconfigurable as possible, we have evaluated various point-to-point protocols in the hardware.
These protocols can be substituted for each other without affecting the rest of the network architec-
ture. Table V summarizes the tested protocols and the features provided by each. The low latency
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Table V. Comparison of protocol features and latency on Novo-G#.

Altera PHY IP Datapatha Data width Latency (ns)b PHY features

Low latency Standard 32 39 Phase compensation FIFO,
Serializer/deserializer only

10 G 64 118 Phase compensation FIFO, Gearbox,
Serializer/deserializer only

Custom Standard 32 48 Low latency plus: 8 b/10 b encoding,
Word alignment FSM

Interlaken 10 G 64 118–151 Low latency plus: 64 b/67 b encoding,
Elastic FIFO, multi-lane sync.

IP, intellectual property; FIFO, first-in, first-out; FSM, finite state machine.
aStratix V transceiver channels can be configured to either hardwired datapath.
bLatency measured from input of Tx channel to output to Rx channel in FPGA fabric.

Figure 5. Novo-G# notation. FFT, fast Fourier transform.

PHY IP provides the lowest inter-FPGA latency, but has no word alignment or DC balancing fea-
tures, making it difficult to use without additional hardware. Conversely, the Interlaken PHY IP does
automatic word alignment, 64 b/67 b encoding, scrambling, and multi-lane synchronization, but the
inter-FPGA latency is the highest, and varies because of the addition of framing words into the
datastream. The Custom PHY provides word alignment through 8 b/10 b encoding and considerably
lower inter-FPGA latency than the Interlaken PHY, but the 25% overhead of 8 b/10 b encoding only
makes this PHY useful for small packets.

4.3. 3D fast Fourier transform design for Stratix V devices

A number of optimizations to the parallel 3D FFT algorithm shown in Figure 2 can be applied here,
considering the flexible Novo-G# architecture. First, while the Anton architecture is optimized for
fine-grained communication, Novo-G# does much better with a larger average packet size. Larger
packets reduce the inherent overhead associated with adding a header to every packet. In most of the
FFT stages, data movement between pairs of nodes can be consolidated as described in [1, 37]. This
optimization results in a coarse-grained communication pattern that is more suitable for Novo-G#.

The second optimization is a result of the higher computational density available on the Stratix V
devices. Compared with Anton’s eight GCs per node, a Novo-G# node can instantiate 16 FFT cores
in parallel. The higher computational density allows us to use a smaller system size and reconstruct
the communication pattern more efficiently. For example, Figure 5 shows the case of the 32 �
32 � 32 FFT, now distributed on a 4 � 4 � 4 system. On the smaller system, the communication
pattern can be modified to use a y-fold (compare with Figure 3(a)) instead of an xy-corner-turn, thus
reducing the communication load on the system. Conversely, the smaller system size also leads to
longer calculation times because the distribution of 1D FFTs per node is higher.

In our 3D FFT implementation, we use a Nios II soft-core processor [42] connected to the internal
transmitter and receiver nodes to service 16 Altera 1D FFT Megacore IPs [43]. The Nios II core
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is responsible for aggregating FFT inputs coming in from other FPGAs, dispatching FFT data to
available IP blocks, and consolidating 1D FFT outputs into packets for transmission to other FPGAs.
In hardware, the kernel performs a 3D FFT on the input data present in memory, followed by a 3D
IFFT. In the future, additional elements of the MD algorithm such as bonded-force computation and
atom exchange may also be implemented in hardware.

5. NOVO-G# MODELING AND PERFORMANCE ANALYSIS

In this section, we present results collected from hardware experiments with 3D FFT on eight nodes
of Novo-G#. The data collected are used to improve our previously developed Novo-G# model.
We can then use the updated model to predict 3D FFT execution times for a variety of system
and problem configurations and compare them against existing data for the Anton and BlueGene/
Q systems.

5.1. Experiments on Novo-G#

The Novo-G# system currently stands at 32 nodes connected in a 2 � 4 � 4 torus. For this paper,
we have limited our hardware experiments to eight FPGAs arranged in a 2 � 2 � 2 torus in order
to trace data movement and hardware execution and to extract hardware parameters for use in the
performance model. In order to test the hardware execution of 3D FFT on eight nodes, each node is
programmed with the 3D torus network architecture and 3D FFT kernel described in Section 4.

Table VI summarizes the hardware experiments conducted, the hardware execution time, and
resource utilization of the FFT engine. The memory bits used represents available memory blocks
on the device (M20k) and logic blocks used as memory (MLABs). Time and latency measurements
taken from various hardware components of the system are used to refine the Novo-G# performance
model from [1] and improve its accuracy over the tested configurations. The resultant model is
described in the following section, and from the table, we observe less than 2% error on eight nodes.
Table VI also provides resource utilization for the Gidel-provided PCIe interface and the 3D torus
network stack. We observe that the overhead of using inter-FPGA links on the Stratix V devices has
a minimal impact on the resources available for hardware acceleration. The overall FPGA design for
a 128 � 128 � 128 3D FFT kernel on eight nodes of Novo-G# requires less than half the resources
available on each FPGA (20% DSP, 14% logic, and 42% memory resources), leaving plenty of
resources available for acceleration of other parts of the MD algorithm in the future.

5.2. VisualSim modeling of prototype system

As described in the previous section, the Novo-G# performance model described here is an enhanced
version of the model presented in [1]. It retains much of the structure of the validated Anton
model, but has been modified to incorporate data and measurements from hardware execution of

Table VI. Hardware experiments on Novo-G#.

Hardware exec. Simulated exec. Relative FPGA utilization

FFT size time (�s) time (�s) error (%) DSP (%) Logic (%) Memory (%)

16 � 16 � 16 3.91 3.93 0.51 7 5 5
32 � 32 � 32 19.60 19.68 0.41 13 5 9
64 � 64 � 64 149.10 147.60 �1.01 13 5 18
128 � 128 � 128 1192.00 1171.00 �1.76 20 5 34

Gidel Physical Router, Total FPGA
IP (%) layer (%) Rx/Tx (%) overhead (%)

DSP utilization 0 0 0 0
Logic utilization 3 4 2 9
Memory utilization 3 1 4 8

FFT, fast Fourier transform; FPGA, field-programmable gate arrays; IP, intellectual property.

Copyright © 2015 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. 2016; 28:2374–2393
DOI: 10.1002/cpe



2386 A. G. LAWANDE, A. D. GEORGE AND H. LAM

Table VII. Modeling parameters for Novo-G#.

Parameter Value Notes

Application layer

System frequency 200 MHz Derived from Altera 1D FFT MegaCore
FFT latency N cycles data for Stratix V devices;
Num_cores 16 N = FFT Size

Nios core memory latency 64 cycles
Packet generation latency 9 cycles

3D torus network

Inter-FPGA latency 134.5 ns Avg. latency measured with Interlaken PHY
Router latency 3 cycles From roundtrip latency
Ext. Rx/Tx latency 3 cycles Altera FIFO latency (frequency optimized)
Internal bus width 256 bits User-selectable parameter
Channel rate 10 Gbps Data rate per channel of a link
Channel width 4 No. of physical channels per link

Parameters

Num_routers 3
Router 0: internal port
Router 1: negx, negy, negz
Router 2: posx, posy, posz

System size — From 2 � 2 � 2 to 8 � 8 � 8
Packet buffer length 129 Input/Output queue length

3D FFT on the 3D torus. Table VII summarizes the various parameters used by the Novo-G#
performance model.

The top-level model shown in Figure 6 represents the entire system through dynamic instantiation
blocks. The node model represents an FPGA, and the channel model represents the inter-FPGA
links. Individual nodes and channels are instantiated upon starting the simulation, based on the
parameters provided to the model. Use of the dynamic instantiation block allows us to simulate
systems up to 512 nodes before running out of memory. The top-level model also depicts the various
instrumentation and visualization blocks that are used to ensure that the system is performing as
expected.

The channel model shown in Figure 7 represents the six input channels to a torus node. In this
model, transactions represent individual packets and are queued in each channel for the duration that
the packet would require to completely traverse the inter-FPGA link. The primary delay incurred
in this model is the average of the inter-FPGA latency observed with the Interlaken PHY described
in Table V.

The node model shown in Figure 8 represents the application and 3D torus running on a single
node. A script running in the virtual machine in the application layer generates packets based on
the pseudo-code in Figure 3(b). The virtual machine block in the Router performs the dimension-
order routing of packets towards their destinations. The system of three routers in the hardware is
portrayed by the three queues leading up to the router. The numerous delays in this block represent
the FFT and application latency, routing latency, and various FIFO block delays. These parameters
are summarized in Table VII.

The Novo-G# performance model retains the modularity of the original and can easily be modified
to match future optimizations to the system or its components. It can also be used to evaluate design
changes before they are implemented on the actual system. In the future, we intend to use this model
to evaluate other interconnect strategies, network architectures, and communication protocols. By
replacing the existing application layer with another, this model can also easily be used to evaluate
the performance and scalability of other applications.
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Figure 6. Novo-G# performance model in VisualSim (top level).

5.3. Novo-G# performance predictions

The Novo-G# performance model presented in the previous section is a structural model that rep-
resents the movement of data around the system at a near cycle-accurate level. Each inter-FPGA
message is represented in the model as a transaction, which follows the same path and consumes
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Figure 7. Novo-G# performance model in VisualSim (channel model).

the same network resources that the packet would in hardware. Congestion, deadlocks, and other
bottlenecks are therefore modeled precisely. We have shown that, for the 3D FFT/IFFT kernel, the
error relative to hardware execution time on a 2 � 2 � 2 torus is less than 2%. We have also shown
that the model has a high degree of structural similarity with the Anton model validated at scale
with less than 7% error. Thus, we have a high degree of confidence that the Novo-G# performance
model can be used to predict the 3D FFT/IFFT performance at scale.

Table VIII shows the simulation results for Novo-G# up to 512 nodes. In each case, a communi-
cation pattern appropriate for the given FFT and system size is chosen. The 2 � 4 � 2, 2 � 4 � 4,
4 � 4 � 8, and 4 � 8 � 8 torus configurations are selected for 16, 32, 128, and 256 nodes, respec-
tively, as these configurations show the lowest execution time for the majority of FFT sizes. The
case of 16 � 16 � 16 FFT on an 8 � 8 � 8 system is omitted because the FFT distribution per
node is less than one. The chart in Figure 9(a) shows that execution times of the 16 � 16 � 16 and
32 � 32 � 32 FFTs reach a minimum at 16 and 128 nodes, respectively. At larger system sizes,
the increased communication load and reduced computation load causes the overall execution time
to increase.

Figure 9(b) charts the ratio of ideal FFT computation time to the predicted time for Novo-G# for
various FFT and system configurations. In other words, this graph represents the parallel efficiency
of 3D FFT on Novo-G# . We observe that the parallel efficiency reduces considerably beyond a
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Figure 8. Novo-G# performance model in VisualSim (node model).

Table VIII. Predicted 3D FFT/IFFT kernel execution times (�s).

System size (nodes)

2 � 2 � 2 2 � 4 � 2 2 � 4 � 4 4 � 4 � 4 4 � 4 � 8 4 � 8 � 8 8 � 8 � 8
FFT size (8) (16) (32) (64) (128) (256) (512)

16 � 16 � 16 3.93 3.66 3.80 4.51 5.20 5.94 —
32 � 32 � 32 19.68 14.57 9.89 7.46 6.71 6.93 8.25
64 � 64 � 64 147.60 107.60 61.75 39.25 25.52 16.11 12.64
128 � 128 � 128 1171.00 844.40 482.40 298.10 173.90 108.60 65.11

FFT, fast Fourier transform; IFFT, inverse fast Fourier transform.

2 � 2 � 2 system because of the all-to-all communication pattern involved in the 3D FFT algo-
rithm. There is a diminishing return on increasing the hardware resources used to obtain the smallest
possible execution time. Optimizations to the Novo-G# network to take advantage of the all-to-
all communication pattern and better support for collective operations will greatly improve the
performance of 3D FFT, and consequently the performance of MD as well.

As discussed earlier, many high-end supercomputers are designed to run computational science
apps such as MD, and also make use of multidimensional interconnects. Of particular interest are
the Blue Gene/Q (BG/Q) systems that currently comprise four of the top ten supercomputers on the
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Figure 9. (a) Predicted 3D FFT/IFFT run times on Novo-G#. (b) Parallel efficiency of 3D FFT on Novo-G#.
FFT, fast Fourier transform; IFFT, inverse fast Fourier transform.

Table IX. The 3D FFT/IFFT performance on BG/Q (�s) and Novo-G# speedup against BG/Q.

64 nodes 128 nodes 256 nodes 512 nodes

BG/Q BG/Q BG/Q BG/Q
FFT size (�s) Speedup (�s) Speedup (�s) Speedup (�s) Speedup

32 � 32 � 32 142 19.03 127 18.94 110 15.86 93 11.26
64 � 64 � 64 507 12.92 459 17.99 268 16.64 229 18.12
128 � 128 � 128 1826 6.13 1426 8.20 944 8.69 677 10.40

FFT, fast Fourier transform; IFFT, inverse fast Fourier transform.

Top500 list [8]. The BG/Q system is designed by IBM [44] and uses an IBM PowerPC A2 processor
with a peak performance of 204.8 GFLOPS and a 5D torus interconnect between nodes, making it
particularly suited for MD.

The work in [20] describes a 3D FFT benchmark developed in Charm++ and executed on 1024
nodes of a BG/Q system and the optimizations made to communication primitives used by the
algorithm. The optimized execution times and corresponding Novo-G# speedup are presented in
Table IX. We observe that Novo-G# is predicted to attain an order of magnitude speedup over the
BG/Q system up to 512 nodes, which is the limit of our performance model. From their data, we can
see that the higher dimensionality network in the BG/Q system helps with scaling smaller FFTs such
as 32 � 32 � 32. The optimizations used in [20] involve the use of many-to-many communication
primitives over point-to-point primitives, and we have already seen from Figure 9(b) that Novo-G#
could greatly benefit from such optimization as well. The greater bandwidth provided by Novo-G#’s
3D torus and the sustained computational performance (estimated at 100+ GFLOPS per FPGA)
contribute to the speedup seen in Table IX. Comparing with Anton data in Table IV, we see that
Novo-G# can achieve up to twice the performance of an ASIC system designed for MD.

6. CONCLUSIONS

In this paper, we described Novo-G#, a reconfigurable cluster with a multidimensional intercon-
nect. The first iteration of Novo-G# was deployed in the fall of 2014 with 32 nodes, and an
upgrade of another 32 nodes is underway. Our goal in building Novo-G# is to build upon our
success in accelerating RC-amenable apps on Novo-G, and focus on the hardware acceleration of
communication-intensive applications like MD. We described the Novo-G# network architecture
and our flexible three-layer network stack that makes inter-FPGA communication possible. At the
heart of the architecture is a fast, customizable routing infrastructure consisting of multiple routers.
The network architecture has minimal impact on resources available for hardware acceleration, with
the entire network consuming only about 9% of FPGA resources.
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The 3D or volumetric FFT is the dominant kernel of the molecular-dynamics application. MD
being a frequently used, large-scale, data-movement problem, there have been many attempts to
accelerate it on conventional clusters such as Blue Gene/Q and on unconventional and specialized
systems such as Anton. We used novel architectural and algorithmic techniques to design a parallel
3D FFT kernel in hardware that can take advantage of the high-bandwidth, low-latency, multidi-
mensional connectivity provided by Novo-G#. This kernel was tested on eight nodes of the system
connected in a 2 � 2 � 2 network configuration.

In order to evaluate the performance of Novo-G#, we presented a discrete-event simulation model
for Novo-G# that can predict 3D FFT performance on up to 512 nodes of the system. The model
incorporates data from hardware experiments on eight nodes and shows less than 2% error against
them. The Novo-G# model also shares a high degree of structural similarity with our previously
developed Anton model, which was validated at scale against published Anton data within 7% error.
We can therefore use our Novo-G# performance model to predict 3D FFT execution times with a
high degree of confidence. Simulation studies showed 3D FFT execution on Novo-G# to be twice as
fast as Anton. The same performance is predicted to be up to 20 times as fast when compared with
conventional supercomputers such as Blue Gene/Q.

A major factor that contributes to this performance is the low-latency, high-bandwidth network for
Novo-G# that is inspired by Anton and the computational density provided by the Stratix V devices.
Combined with tight integration with the network interfaces and a flexible design, these factors
result in a system that can successfully be used to accelerate MD and other computational science
applications. Moving forward, the developed models will be used to design and evaluate better intra-
node routing and protocols for use in Novo-G# with the goal of developing a reconfigurable and
sustainable cluster for acceleration of a broad variety of communication-intensive applications.

The design of our Novo-G# system was primarily guided by the requirements of MD acceleration,
but there are many communication-intensive scientific problems that can benefit from such an archi-
tecture. Moving forward, we intend to investigate applications from other scientific domains while
continuing development and optimization of MD for Novo-G#. The VisualSim model presented
here can easily be adapted to evaluate the amenability and predict the performance of such kernels
and applications. Finally, we intend to model and design better intra-FPGA network architectures
and communication protocols, continue to expand Novo-G# to larger system sizes, and improve its
capability as an acceleration platform.
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