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A. Introduction 

In recent times, AI and deep learning have witnessed 
explosive growth in almost every subject involving data. 
Complex data analyses problems that took prolonged periods, 
or required laborious manual effort, are now being tackled 
through AI and deep-learning techniques with unprecedented 
accuracy. Machine learning (ML) using Convolutional Neural 
Networks (CNNs) has shown great promise for such 
applications. However, traditional CPU-based sequential 
computing no longer can meet the requirements of mission-
critical applications which are compute-intensive and require 
low latency. Heterogeneous computing (HGC), with CPUs 
integrated with accelerators such as GPUs and FPGAs, offers 
unique capabilities to accelerate CNNs. In this presentation, we 
will focus on using FPGA-based reconfigurable computing to 
accelerate various aspects of CNN. We will begin with the 
current state of the art in using FPGAs for CNN acceleration, 
followed by the related R&D activities (outlined below) in the 
SHREC* Center at the University of Florida, based on which 
we will discuss the opportunities in heterogeneous computing 
for machine learning. 

B. R&D Activities @ University of Florida 

In the SHREC* Center at the University of Florida, the 
R&D activities that explore the use of FPGAs in accelerating 
CNN are based on the concept diagram shown in Figure 1, 
which illustrates the general  heterogeneous computing (HGC) 
workflow for machine learning. 

 

 

 

 

 

 

 

 

The HGC workflow consists of three main stages: Data 
Analysis & Pre-processing, Model Training, and Deployment 
& Inferencing. 

In the Data Analysis & Pre-processing stage, the input is 
the raw data collected/sensed from a mission under study. The 
function of this stage is to pre-process the data into a form that 
is usable by the Model Training Tools. For our current study, 
the raw data to be analyzed and pre-processed are two datasets 
collected in the Large Hadron Collider at CERN and made 
available to researchers: the ATLAS [1] dataset form CERN 
Openlab [2] and the TrackML Challenge dataset [3]. A key 
goal for this stage in SHREC* is to develop methods and tools 
to pre-process the enormous amount of CERN data in a form 
ready for model training.  

The input to the Model Training stage is the pre-processed 
data in the form of a training dataset. The output is the trained 
models to be deployed for use in inference engines. We have 
explored the state-of-the-art training tools such as TensorFlow 
[4], BigDL [4], Keras [6], and Caffe [7]. A key goal for this 
stage in SHREC* is to explore ways to perform incremental 
learning on trained models to improve classification and to 
adapt to a changing operating environment.  

For the Deployment & Inferencing stage, the two inputs 
are: the trained model from the Model Training stage and the 
data to be classified. The output is the inferenced classification. 
We have explored and selected the use of the newly released 
OpenVINO Toolkit [8] from Intel Corporation. Within this 
toolkit is the Deep Learning Deployment Tools (as shown in 
Figure 1), which consists of the Model Optimizer and the 
Inference Engine. The Model Optimizer facilitates the 
transition between the training and deployment environment. It 
performs static model analysis and adjusts the deep learning 
models for optimal execution on a target inference engine. In 
OpenVINO, the target inference engine can be a CPU, GPU, 
FPGA, or some combination (HETERO). Thus, once the target 
inference engine has been selected, the trained model is 
translated into an intermediate representation suitable for the 
selected inference engine. The output of the inference engine is 
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a probability-based classification. A key goal for the 
Deployment & Inferencing stage in SHREC* is to explore the 
cost and benefits of using the FPGAs to accelerate the CNN 
inferencing process.  

C. Collaboration 

The R&D activities to be discussed in this presentation are 
in progress and made possible through collaboration among the 
partners shown in the following table. The University of 
Florida’s SHREC* Center is the research lead and provides the 
FPGA expertise. NERSC** from Lawrence Berkeley National 
Lab provides the machine learning expertise. The datasets 
being used are supplied by CERN. Dell and Intel provide the 
necessary computing equipment and tools.  
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