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Abstract— Two field-programmable gate array (FPGA) designs
are tested for dynamic single event upset (SEU) sensitivity on two
different 28-nm static random access memory-based FPGAs—an
Intel Stratix V and a Xilinx Kintex 7 FPGA. These designs were
tested in both a conventional unmitigated version and a version to
tolerate SEUs with feedback triple modular redundancy (TMR).
The unmitigated design sensitivity and the low-level device
sensitivity were found to be similar between the devices through
neutron radiation testing. Results also show that feedback TMR
and configuration scrubbing benefit both designs on both FPGAs.
While TMR is helpful, the benefit of TMR depends on the
design structure and the device architecture. TMR and scrubbing
reduced dynamic SEU sensitivity by a factor of 4–54×.

Index Terms— Fault tolerace, field programmable gate arrays,
neutron radiation effects, redundancy, static random access
memory (SRAM) cells.

I. INTRODUCTION

SRAM-BASED field-programmable gate arrays (FPGAs)
provide large amounts of reprogrammable resources for

use in a wide variety of applications. In addition to logic
resources (e.g., look-up tables (LUTs) and flip-flops), FPGAs
offer high-speed serial I/O, DSP units, and block memories.
These devices are used in high-throughput, low-latency data
and control processing applications. They can be remotely
reprogrammed an unlimited number of times. Their rich pool
of resources and flexibility encourages their use in terrestrial
and space environments.

Radiation in space and terrestrial environments can
cause designs operating on static random access mem-
ory (SRAM)-based FPGAs to malfunction [1]–[3]. Single
event upsets (SEUs) in SRAM-based FPGAs can cause func-
tional failures in active designs by corrupting the state and
circuit configuration [4]. Functional failures occur when the
behavior of a design deviates from its intended operation.
Before using an SRAM-based FPGA in space environments,
the risk of radiation-induced failure must be addressed. Some
applications may require the use of SEU mitigation techniques
to improve functional reliability.

Many SEU mitigation techniques have been developed
to make FPGA designs more robust in harsh radiation
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environments. A well-known SEU mitigation technique is
triple modular redundancy (TMR), which has been applied to
SRAM-based FPGA designs to reduce the risk of radiation-
induced failure [5]–[7]. In TMR, three redundant modules and
a voting system are used to mask errors that would normally
result in functional failures. TMR has been shown to greatly
improve functional reliability but this improvement comes at
the cost of greater power consumption, resources utilization,
and slower timing. Generally speaking, TMR cannot mask
simultaneous errors in multiple redundant modules. Config-
uration scrubbing is often combined with TMR, because it
prevents SEU accumulation that would compromise TMR [8].
To preserve the masking effects of TMR, any corrupted state
within a module must also be resynchronized with the other
redundant modules if it persists in the design (i.e., does not get
flushed). This can be done by placing synchronization voters in
the feedback paths of the circuit [9]. This is known as feedback
TMR or distributed TMR. It is the form of TMR used in this
paper. When combined with configuration scrubbing, feedback
TMR has demonstrated significant improvements in SRAM-
based FPGA design reliability [10].

The risk of functional failure caused by SEUs can be
evaluated through dynamic testing and is discussed in terms
of dynamic SEU sensitivity. Dynamic testing observes the
behavior of an active design while it is undergoing fault
injection or radiation testing [11]. If the behavior of a
design deviates from its intended operation (e.g., silent data
corruption, stalling/hanging, and jumping operational states
incorrectly), it is considered as a functional failure. Dynamic
SEU sensitivity reflects the probability of a functional fail-
ure given that a random SEU has occurred. Dynamic SEU
sensitivity is measured in random fault injection as the per-
centage of faults that cause a functional failure, and it is
measured in neutron radiation testing as the neutron cross
section of a functional failure event. Many experiments have
compared the mitigated and unmitigated dynamic SEU sen-
sitivity of a design (e.g., with and without TMR applied
to it) to determine the effectiveness of an SEU mitigation
technique [5], [6], [10], [12].

This experiment compares the dynamic SEU sensitivity of
the designs operating on two 28-nm FPGAs with different
architectures to examine the impact of architecture on reli-
ability. Two designs were selected as reliability benchmark
circuits. The dynamic SEU sensitivity of both designs was
measured with and without TMR on both FPGAs thorough
neutron radiation testing. The neutron cross section of a
single configuration random access memory (CRAM) bit was
also measured for each FPGA. Similarities were found in
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Fig. 1. Intel Stratix V architecture.

the unmitigated dynamic SEU sensitivity of designs across
architectures and in the low-level single-bit cross section
between the two devices. TMR and configuration scrubbing
improved the design reliability in all cases. The benefit of
TMR was the design structure and the device architecture
dependent with an improvement ratio of 4–54×.

II. 28-NM FPGA ARCHITECTURES

The goal of this experiment is to compare the dynamic SEU
sensitivity of designs across FPGA architectures. To accom-
plish this goal, FPGAs with similar process technologies
were selected for testing. The first is an Intel Stratix V
5SGXEA7 FPGA and the second is a Xilinx Kintex 7 325T
FPGA. Both the Stratix V FPGA and the Kintex 7 FPGA
use a 28-nm planar CMOS process technology [13], [14].
The FPGAs were selected from different vendors to promote
greater variation in architecture. Devices with similar process
technology were selected to focus the comparison of dynamic
SEU sensitivity on differences in architecture rather than
process technology. Although the density of each device is
unknown (i.e., transistors per mm-squared), it is important to
note that differences in density would impact results. Having
higher density increases the likelihood of an SEU, which in
turn increases the cross section of functional failure.

While the architectures between the two FPGAs are differ-
ent, their architectures do have some aspects in common. Both
FPGAs implement an island-style architecture [15]. This style
of architecture arranges logic blocks in a 2-D matrix with each
block surrounded by interconnects. Both implement column-
based resource layouts where columns in the device consist of
a single resource type for the most part [13], [16]. The way
that resources are implemented and interconnected is different.

In the Stratix V architecture [17], the basic grouping of com-
binational resources and registers is called an adaptive logic
module (ALM). Each consists of two adaptive LUTs (ALUTs),
two adders, and four registers. Eight inputs are shared between
the two ALUTs. A shared arithmetic chain and a carry chain
pass through each ALM to its vertically adjacent neighbors.
ALMs are grouped in sets of ten in logic array blocks, which
are connected to their own local interconnect resources. This
organization with its respective interconnects is represented
in Fig. 1. There are a total of 234 720 ALMs in the Stratix V
5SGXEA7 FPGA used in this experiment.

In the Kintex 7 architecture [16], the basic grouping of
combinational resources and registers is called a slice. Each
slice contains four six-input LUTs, carry chain logic, and
eight registers. Slices are grouped in sets of two into config-
uration logic blocks, which have their own associated switch

Fig. 2. Xilinx Kintex 7 architecture.

TABLE I

DEVICE CAPACITY

matrix for interconnects. This is represented in Fig. 2. There
are a total of 50 950 slices in the Kintex 7 325T FPGA.

The FPGAs differ in logic capacity and number of con-
figuration memory (CRAM) cells. Table I shows the device
capacity of each FPGA in terms of logic elements (LEs) for
the Stratix V and logic cells (LCs) for the Kintex 7. Table I also
includes the total number of configuration memory (CRAM)
cells for each FPGA. LEs and LCs are logically equivalent
to a four-input LUT and flip-flop pair [16], [18]. The total
number of LEs and LCs for each device was taken from their
respective data sheets [13], [14]. The number of CRAM bits
was approximated using reports from the design tools.

Because this is an application-level comparison of dynamic
SEU sensitivity (i.e., the same design on both FPGAs),
the difference in logic capacity and number of CRAM bits
between the FPGAs should have minimal impact on results.
The Stratix V has approximately 1.9× more logic capacity
than the Kintex 7, and it has approximately 1.4× more CRAM
cells than the Kintex 7. Although the Stratix V FPGA is larger
by these metrics, a comparison of dynamic SEU sensitivity
of designs implemented on the Kintex 7 FPGA focused on
differences in architecture should still be feasible between
these devices.

To facilitate the construction of this experiment, ready-made
FPGA development boards were used for each targeted FPGA
(see Fig. 3). The Terasic DE5-Net development board [19]
was used to test the Stratix V 5SGXEA7 FPGA, and the
Xilinx KC705 development board [20] was used to test the
Kintex 7 325T FPGA. Both of these boards offer a variety
of I/O interfaces, including joint test action group (JTAG).
This experiment uses JTAG as the primary interface with
the boards. With JTAG accessibility, these boards provide a
convenient platform for testing.

III. TEST DESIGNS

Comparing the dynamic SEU sensitivity of the same design
implemented on different architectures allows reliability to be
compared across architectures at an application level. In this
way, an FPGA design acts as a reliability benchmark. Like per-
formance benchmarks for CPUs, reliability benchmark circuits
can be used a means of reliability comparison between FPGA
architectures and SEU mitigation techniques [12]. Designs

Authorized licensed use limited to: Brigham Young University. Downloaded on April 12,2021 at 15:48:08 UTC from IEEE Xplore.  Restrictions apply. 



282 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 65, NO. 1, JANUARY 2018

Fig. 3. Development boards: Terasic DE5-Net (left) and Xilinx
KC705 (right).

TABLE II

SINGLE DESIGN INSTANCE RESOURCE UTILIZATION (% OF DEVICE)

selected as reliability benchmark circuits will be implemented
in different FPGA architectures but will perform the same task.
This section introduces the test designs selected and discusses
their resource utilization on the targeted FPGAs.

Two designs were selected as reliability benchmark circuits.
The first design is a small finite-state machine called the
B13 from the ITC’99 benchmark suite [21]. The second is
a 128-b advanced encyption standard (AES) cryptography
core [22]. Both of these designs are the representative of real-
world applications. Both are available in hardware description
language (HDL), making them easy to port to the target
FPGAs.

The B13 design is one of several benchmark circuits in the
ITC’99 benchmark suite. This circuit is used to interface with
a weather sensor. This particular circuit has been used in other
FPGA reliability experiments [12], [23]. As shown in Table II,
a single design instance only consumes a small portion of logic
resources. Test vectors are provided to keep the design active.

The AES design used for this experiment is a 128-b
cryptography IP core from OpenCores.org [22]. This core
implements a common cryptography standard that allows for
the encryption and decryption of data. The core is fully
pipelined and produces valid data every clock cycle once the
pipeline is filled. In this experiment, random data and keys are
fed into the core to keep the design active. This design was
selected for testing, because a single instance uses many more
resources than an instance of the B13 (see Table II). Synthesis
attributes were added to force lookup tables in the IP core to
be implemented in LUTs rather than block memories. It is
interesting to note that, unlike the B13, there are no feedback
paths within the AES design (i.e., all logics are feedforward).

Fig. 4 shows the TMR implementation flow used in this
experiment. The flow begins with the HDL of the designs.
They are ported to each FPGA through logic synthesis and
technology mapping. This was performed using Quartus Prime
16.0 Standard Edition for the Stratix V and Vivado v2016.2 for
the Kintex 7. The result is a structural netlist for each design

Fig. 4. TMR flow.

on each FPGA. An automated TMR tool takes the original
netlist, applies feedback TMR [9] to the netlist, and generates
a new TMR netlist. The automated TMR tool used in this
experiment is part of the BYU EDIF Tools [24]. Through this
process, netlists of each design with and without TMR for
both FPGAs are generated.

Table II shows the resource utilization of a single design
instance with and without TMR implemented in both FPGAs.
The overhead of TMR is reflected in the increase of resource
utilization of the TMR’d design versions. Three times as
many registers are used in all cases. Combinational resources
increase 3–3.2× in the TMR’d AES design and 5.2–6.5×
in the TMR’d B13 design. The large TMR overhead in the
B13 design is due to having many feedback paths in a small
amount of combinational logic with voters placed in every
feedback path. Comparison of resources utilization between
devices is not made due to differences in architecture.

IV. TEST LOGIC INFRASTRUCTURE

An on-chip test logic infrastructure was created to facilitate
testing. This test logic infrastructure allows multiple design
instances to be actively tested in parallel, which increases
the rate of data acquisition for fault injection and radiation
testing (i.e., more design instances and more frequent failure
events). The test logic infrastructure is implemented on the
same device as the design instances. The test logic infrastruc-
ture is protected with TMR to minimize its impact on dynamic
SEU sensitivity results. Design netlist instances in the test
logic infrastructure are all of the same design and version.
The same TMR’d test logic infrastructure is used to test the
unmitigated version of a design, and it is used to test the
mitigated (i.e., with TMR and configuration scrubbing) version
of the same design.

Fig. 5 shows the general layout of the test logic infrastruc-
ture for any design. The infrastructure consists of control logic,
design instances, and failure detection logic. The control logic
provides the design instances with stimulus to ensure that
they remain active for dynamic testing. It can also reset the
design and record failure events. The design instances can be
configured in a number of different ways. Failure detection
logic compares the lockstep outputs of design instances against
themselves, and a golden output vector if provided, on a clock-
by-clock basis. If any discrepancy is found, a function failure
is reported.

Different test logic configurations were used for each test
design. They are shown in Fig. 6. The B13 test logic con-
figuration instances the B13 512 times and drives a set of
input stimulus to all instances in parallel. Their outputs are
compared against each other and a set of golden output vectors
to detect functional failures. The AES test logic configuration
instances the AES 4 times between two chains. After the
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Fig. 5. Generalized on-chip test logic infrastructure.

Fig. 6. Test logic configurations: B13 (left) and AES (right).

TABLE III

OVERALL RESOURCE UTILIZATION (% OF DEVICE)

control logic fills the pipeline of the chains, their output is
feed back into their input to keep them actively processing
pseudorandom data. The outputs of the two chains should be
identical; discrepancies are reported as functional failures.

The overall resource utilization of the test logic infrastruc-
ture and design instances is shown in Table III. All of these
resources are exposed to fault injection and radiation testing.
Fewer than three times as many registers are used in the TMR
version of the design in all cases. The combinational logic
overhead of TMR is less than that of a single design instance
as well. This is due in part to the shared test logic infrastructure
found in both versions of the design.

Because the test logic infrastructure is placed on the chip
with the designs being tested, it is possible for the test logic
infrastructure to become corrupted while testing. If the test
logic gets corrupted it could result in either a false positive or a
false negative. A false positive occurs when the test logic
reports a functional failure that did not actually happen. A false
negative occurs when the test logic fails to report a functional
failure that actually happened. To minimize the impact of
test logic corruption on results, TMR has been applied to

Fig. 7. Neutron beam test setup.

the test logic with redundancy added to the functional failure
detection logic. In [25], redundant on-chip detection logic
demonstrated a 99.95%–99.99% accuracy in detecting func-
tional errors.

V. RADIATION TESTING

Neutron radiation testing was conducted at the Los Alamos
Neutron Science Center (LANSCE) in December 2016. This
facility provides a wide spectrum spallation neutron beam
source, which is commonly used to measure and report
terrestrial neutron soft errors in semiconductor devices [26].
Radiation testing is the commonly accepted standard for
validating SEU mitigation techniques and evaluating dynamic
SEU sensitivity [27].

In preparation for radiation testing, fault injection was per-
formed. Hardware-based fault emulation techniques were used
to mimic SEUs in the configuration memory and observe the
response. The fault injection algorithm used in this experiment
follows the same basic flow presented in [28]. A random fault
injection campaign was used where faults are injected into
random bits throughout the device. This approach is similar to
statistical fault injection [29] and was used to approximate the
dynamic SEU sensitivity of the test designs prior to radiation
testing. The detailed fault injection results are available in [30].

While fault injection provides useful information, radiation
testing provides better test coverage (e.g., able to upset states
that cannot be fault injected, test single event transients, and
multibit upsets) [28]. The ratio of the upset rate to scrub rate is
different in fault injection and radiation testing. In fault injec-
tion, the device is scrubbed before a new fault is introduced.
In radiation testing, many faults can occur before a scrub cycle
completes. Exaggerated SEU accumulation compared with
normal operating conditions can increase the cross section.
To further investigate the performance of TMR across the two
architectures, radiation testing was conducted.

Fig. 7 shows the Intel Stratix V DE5-Net and three Xilinx
Kintex 7 KC705 development boards mounted perpendicular
to the neutron beam aperture with the FPGAs aligned to the
flight path. Distance from the beam aperture to each board was
carefully measured so that the distance degradation could be
taken into account. For this experiment, a two-inch collimator
was used. For automated logging and testing, the Stratix V
FPGA was connected to a host computer via universal serial
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TABLE IV

NEUTRON RADIATION RESULTS

Fig. 8. Test run flow for neutron radiation tests.

bus, and the three Kintex 7 FPGAs were connected to separate
JTAG controllers.

Test runs at LANSCE followed the flow shown in Fig. 8.
A test run starts with opening the beam shutter after the
experiment is initialized. A continuous cycle then follows the
configuration memory scrubbing and checking for a failure.
If a functional failure is detected, a full reconfiguration is
performed and the cycle resumes. This continues until the
beam shutter is closed, which ends the test run.

Before the beam shutter is ready to be opened, the experi-
ment has to be initialized. This consists of power cycling the
FPGA, configuring the FPGA with a selected design, making
sure that the design is operating correctly, and by starting
the SRAM scrubbing mechanism and event logger. Correct
operation is determined by checking the appropriate status
registers over JTAG. All events are logged for analysis. With
the experiment initialized, the shutter is ready to be opened.

As the neutron beam passes through the open shutter,
configuration upsets begin to occur. They are recorded and
corrected by a scrubbing mechanism. Each scrub cycle reports
the number of upsets detected and where they occurred.
External readback scrubbing was performed on the Kintex 7
FPGA. This consists of reading the configuration memory,
comparing the readback against a golden copy, and writing
the golden data back to the frames with detected upsets via
partial reconfiguration. The Kintex 7 was scrubbed at a rate
of 2.5 s per scrub cycle. A combination of external and

internal scrubbing was used for the Stratix V. An internal
error checking scan is completed every 94–189 ms continually.
Detected upsets are then sent to an error message register and
to the internal scrubber. It is not known how long it takes the
internal scrubber to correct an upset. Internal scrubbing may
slow down if upset events happen close together. All detected
errors (e.g., single, double-adjacent, and multibit) are read out
over JTAG. Each error is reported as corrected or uncorrected
by the internal scrubbing mechanism. If any uncorrected
upsets are reported, then an external scrub is performed where
the correct configuration data are written over the corrupted
frames. Reading out upsets and performing an external scrub
take 1–25 s with a 4.2-s average. All detected errors are
corrected within a subsequent scrub cycle on both FPGAs.

After every scrub cycle on each respective FPGA, a check is
performed to see if design failure has occurred (i.e., the func-
tional failure status register is set in the test logic infrastruc-
ture). If a failure is not detected, the next scrub cycle will
begin. If a failure is detected, the test design will be reset by
performing a full device reconfiguration and making sure that
the design starts up correctly by checking the status registers
over JTAG. SEUs during full reconfiguration may cause the
design to initialize improperly. This behavior was observed in
both FPGAs in 20% of all programming attempts and occurred
1.6× more frequently when programming a non-TMR design
version. When this occurred, the device was reprogrammed
again until the design started clearly. Resetting the design was
done by reprogramming the FPGA and expecting it to begin
operation in a good state. These false starts were excluded
from the observed failures in Table IV, because the design in
these samples never makes it to a known good operating state.

The test run continues until the beam shutter is closed. The
shutter might need to be closed to change the experiment being
tested, troubleshoot test setup, or change parts. The shutter
was most frequently closed to delimit the previous test run
and switch out the design being tested. Collected data were
analyzed throughout the test days to help determine, which
tests needed more beam time to obtain statistically significant
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TABLE V

DEVICE NEUTRON RADIATION DATA

data. Mitigated designs required more beam time to tighten
confidence intervals. After the beam shutter is closed, upsets
are no longer detected during a scrub cycle. The logging and
scrub cycles are stopped, and the next test is set up.

Time stamps were recorded on neutron beam fluence and
all test events (e.g., reprogramming, detected upsets, and
functional failure). A beam counter recorded fluence data
from the dosimeter with an added time stamp in two second
intervals. This provides a detailed log of fluence and flux of the
neutron beam. In a similar fashion, a time stamp was recorded
every time the device was reprogrammed and every time a
functional failure was detected. This gives a detailed log of
clean starts to failure events. By aligning the beam counter
and the test run logs, the total fluence exposure per failure
event can be obtained. This information is used later to plot
the reliability of the designs over fluence exposure as another
means of analyzing the data (see Section VI).

A. Device Data
The neutron cross section for each FPGA device as a

whole was also measured as part of this experiment. Table V
shows the total fluence expose and the number of detected
configuration upsets for each FPGA.1 Each double-adjacent
upset and multibit upset reported by the Stratix V internal
scrubbing are counted as two upsets. They make up 1.6%
of all upset events in the Stratix V. Because three Kintex 7
FPGAs were tested simultaneously, the total amount of flu-
ence exposure is approximately three times greater than that
of the Stratix V. The cross section of the entire device is
calculated by dividing the total number of detected upsets
by the total fluence. The cross section of a single CRAM
cell is approximated by dividing the device cross section
by the total number of CRAM bits. The number of CRAM
bits for each device was estimated using reports from their
respective vendor tools and the structure of configuration
memory (i.e., number of frames and bits per frame). It is
believed that the actual value is within 10 million of these
estimates. The actual number of CRAM bits is unknown, and
error may exist due to incorrect estimate (e.g., being off by
10-million bits changes the estimated single-bit cross section
by approximately 1 × 10−15 cm2).

B. Design Data
The total neutron fluence exposure of each test and the

number of observed failures are reported in Table IV. The

1To the best of our knowledge, there is no publicly available measurement
of neutron cross section of a single CRAM bit in an Intel Stratix V FPGA

design cross section is determined by dividing the number
of observed failures by the total neutron fluence. The 95%
confidence intervals are calculated using a common method-
ology [27]. Because the sensitive cross section of a design
does not depend on the total number of CRAM bits contained
in the FPGA, the design cross section can be used as a one-
to-one comparison metric across architectures. Improvement
is a cross section ratio between the unmitigated and mitigated
design versions.

Scrubbing logs from both FPGAs show that multiple upsets
were detected and corrected every scrub cycle. In scrub
cycles with at least 1 upset, the Kintex 7 scrubber reported
1 to 77 upsets averaging 3.1, and the Stratix V scrubber
reported 1 to 37 upsets averaging 4.7 with as many as
20 uncorrected upsets. Because the Stratix V scrubber uses a
combination of internal and external scrubbing, it is difficult to
determine if upsets were allowed to accumulate. Having more
than one upset present in the device may compromise the TMR
mitigation scheme and allow a failure to occur [31]. Increasing
the scrub rate would lower the number of upsets that coexist
between scrub cycles, but single particle strikes that cause
multibit upsets would still be a concern. This accumulation
of upsets most likely increases the reported cross section
in Table IV of the mitigated designs with TMR and scrubbing.

VI. RELIABILITY MODEL FIT

The reliability of a design is the probability that the design
is still operating correctly as a function of time or fluence
exposure. The cross section reflects the mean fluence-to-
failure, but the reliability of a design reflects the probability
of correct operation at a given point in fluence exposure. This
is valuable information, because some mitigation schemes,
such as TMR without scrubbing, may have a larger cross
section even though they have higher reliability early on in
the mission [32].

Given a sufficient number of fluence-to-failure samples, it is
possible to plot the reliability of a system as a function of flu-
ence exposure [33]. This section presents the collected neutron
radiation data as a plot of reliability verses fluence exposure
and discusses how this analysis is performed. In addition to
plotting the reliability, classic reliability models that match
the SEU mitigation schemes are fitted to the data based on
the cross section of the respective designs.

The reliability of a design given a set of fluence-to-failure
samples is

R(�) = n(�)

N
where � is the fluence exposure since start of operation,
n(�) is the number of survivors (i.e., samples still operating
correctly) as a function of �, and N is the total number of
samples in the set. This is adapted from a derivation for the
reliability of a system as a function of time given a set of
time-to-failure samples in [33]. By observation, the reliability
of a design is directly related to the percentage of survivors
in a sample set at a given point in fluence exposure.

In this experiment, the set of fluence-to-failure samples for
a given design and version is derived from the neutron beam
count log and the test run log. As explained in Section V, these
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Fig. 9. Reliability plots of the neutron test results with reliability models fitted to the cross section of the unmitigated and mitigated design.

logs contained time-stamped information on fluence exposure
and failure events during a test run. Using the time stamps,
the fluence-to-failure was determined for each observed failure
in the experiment (i.e., fluence exposure of FPGA between a
full reconfiguration and a subsequent functional failure). For
each event, the fluence-to-failure is known.

Fig. 9 shows the plotted reliability graphs of all of the test
designs. The circles represent the unmitigated data points, and
the triangles represent the TMR with scrubbing data points.
These points are generated as the percentage of surviving
samples at a given fluence exposure. In the beginning, all
samples are operating correctly. As fluence exposure increases,
fewer samples continue to survive.

Reliability models have been developed for simplex sys-
tems, TMR systems, and TMR systems with repair [32]. These
models are fitted to neutron radiation data points in Fig. 9 by
adjusting parameters in the mean-time-to-failure (MTTF) to
match the cross section of the design. The MTTF of a simplex
system and a TMR system with a repair system is

MTTFsimplex = 1

λ
, MTTFTMRw/repair = 5 + μ

λ

6λ
.

For this application, the MTTF is viewed as an average neutron
fluence exposure to failure. The failure rate λ is substituted
with the cross section of the unmitigated design. The repair
rate μ is solved for by setting the MTTF of the TMR
system with repair to the inverse of mitigated cross section
and substituting λ with the unmitigated cross section. With
these parameters adjusted, the respective reliability curves
are plotted as overlays on the graphs in Fig. 9. The solid
line is the unmitigated simplex model, and the dashed line

is the mitigated TMR with repair (i.e., CRAM scrubbing)
model.

VII. DISCUSSION

The primary goal of this paper is to compare the dynamic
SEU sensitivity of FPGA designs across different SRAM-
based FPGA architectures. Comparison of unmitigated results
compares the architectural impact on dynamic SEU sensitivity.
Comparison of mitigated results reflects the benefits of TMR
and scrubbing across the different designs and architectures.
A secondary goal of this paper is to compare the low-level,
single-bit cross section of the devices.

The unmitigated cross section of the designs was similar
across FPGA architectures. This cross section reflects the
dynamic SEU sensitivity of the unmitigated designs across
architectures, which is affected by logic synthesis, technology
mapping, placement, and routing in addition to the architec-
ture of the target FPGA. Each design was synthesized and
implemented separately using tools from Intel and Xilinx
for the Stratix V and the Kintex 7, respectively. Despite the
independent implementations, the unmitigated cross section of
a design on the Stratix V is within a factor of 1.4× to that of
the same design on the Kintex 7 (i.e., σStratix V/σKintex 7).

TMR and CRAM scrubbing mitigation techniques bene-
fited both designs on both targeted FPGAs. Applying TMR
and CRAM scrubbing to designs reduced the dynamic SEU
sensitivity of the designs by a factor of 4× to 54×. TMR
favored the AES design on the Stratix V and the B13 design
on the Kintex 7. There was a greater relative improvement in
cross section for the TMR’d version of the AES design on the
Stratix V than on the Kintex 7, and the actual cross section
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on the Stratix V is also less than that of the Kintex 7. The
opposite is true for the TMR’d version of the B13 design. This
suggests that TMR benefits are design and device-dependent.

At the low-level device sensitivity, the single-bit cross
sections between the two devices are within a factor of 2× of
each other. The neutron cross section of a single CRAM cell on
the Kintex 7 matches the measurement reported by Xilinx [34].
As expected, the low-level device sensitivity between the two
FPGAs is very similar.

VIII. CONCLUSION

Unmitigated and mitigated versions of two benchmark
designs were tested for SEU sensitivity on similar FPGAs
with different architectures. Neutron radiation testing shows
that TMR and scrubbing benefited both designs on both
FPGAs. Similarities were found between the two FPGAs in the
dynamic SEU sensitivity of the unmitigated version of each
design and in the low-level single-bit CRAM cross section.
The SEU mitigated versions of each design favored opposite
FPGAs suggesting that benefits from TMR are both the design
structure and the FPGA architecture-dependent. Single point
failures within the TMR implementation, such as cross-domain
errors for TMR on a single FPGA [31], require further study
and research and will be addressed in future work. The process
used in this paper to compare mitigation techniques across
architectures could be applied to other FPGAs and benchmark
designs. It was found that the FPGAs tested in this paper are
fairly comparable to each other for dynamic SEU sensitivity
of a particular design mapped to the FPGA and that TMR and
scrubbing reduced the designs’ dynamic SEU sensitivity by a
factor of 4–54× in neutron radiation testing.
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